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Introduction

T is an honor and challenge to present the Dryden Lecture

in Research for 1979. Since my topic concerns a new trend
in fluid mechanics, it should not be surprising that some
aspects of this paper involve basic mechanics of turbulence, a
field enriched by numerous contributions of Dr. Hugh L.
Dryden. Having worked in related fields of fluid mechanics
during past years, and long respected both his professional
contributions and personal integrity, it is a special pleasure to
present this Dryden lecture.

The field of computational fluid dynamics during recent
years has developed sufficiently to initiate some changes in
traditional methods of aerodynamic design. Both computer
power and numerical algorithm efficiency are simultaneously
improving with time, while the energy resource for driving
large wind tunnels is becoming progressively more valuable.
Partly for these reasons it has been advocated that the impact
of computational aerodynamics on future methods of aircraft
design will be profound.'®> Qualitatively, the changes taking
place are not foreign to past experience in other fields of
engineering. For example, trajectory mechanics and neutron
transport mechanics already have been largely revolutionized
by the computer. Computations rather than experiments now
provide the principal source of detailed information in these
fields. The amount of reactor experimentation required has
been much reduced over former years; experiments now are
performed mainly on clear, physically describable arrays of
elements aimed at further confirmation of computational
techniques; and better designs are achieved than with former
experimental methods alone. Similar changes in the relative
roles of experimental and computational aerodynamics are
anticipated in the future.

There are three compelling motivations for vigorously
developing computational aerodynamics. One is to provide
important new technological capabilities that cannot be

provided by experimental facilities. Because of their fun-
damental limitations, wind tunnels have rarely been able to
simulate, for example, Reynolds numbers of aircraft flight,
flowfield temperatures around atmosphere entry vehicles,
aerodynamics of probes entering planetary atmospheres,
aeroelastic distortions present in flight, or the propulsive-
external flow interaction in flight. In addition, transonic wind
tunnels are notoriously limited by wall and support in-
terference; and stream nonuniformities of wind tunnels
severely affect laminar-turbulent transition. Moreover, the
dynamic-aerodynamic interaction between vehicle motion in
flight and transition-dependent separated flow also is inac-
cessible to wind-tunnel simulation.? In still different ways
ground facilities for turbomachinery experiments are limited
in their ability, for example, to simulate flight inlet-flow
nonuniformities feeding into a compressor stage, or to
determine detailed flowfields between rotating blades.
Numerical flow simulations, on the other hand, have none of
these fundamental limitations, but have their own: computer
speed and memory. These latter limitations are fewer, but
previously have been much more restrictive overall because
the full Navier-Stokes equations are of such great complexity
that only highly truncated and approximate forms could be
handled in the past. In recent years the Navier-Stokes
equations have begun to yield under computational attack
with the largest current computers. Since the fundamental
limitations of computational speed and memory are rapidly
decreasing with time, whereas the fundamental limitations of
experimental facilities are not, numerical simulations offer
the potential of mending many ills of wind-tunnel and tur-
bomachinery experiments, and of providing thereby im-
portant new technical capabilities for the aerospace industry.
A second compelling motivation concerns energy con-
servation. The large developmental wind tunnels require large
amounts of energy, whereas computers require comparatively
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negligible amounts. In coming years, energy considerations
are anticipated to impose significant restrictions on testing
time in large wind tunnels. Thus the development of com-
putational aerodynamics and advanced computers is expected
to lessen considerably the potential impact of such restric-
tions.

The third major motivation for developing computational
aerodynamics relates to economics. Since computer speed -has
increased with time at a much greater rate than computer cost,
the net cost to conduct a given numerical simulation with a
fixed algorithm has decreased rapidly with time (Fig. 1). In
addition, the rate of improvement in the computational ef-
ficiency of numerical algorithms for a given computer has
been equally remarkable. This is illustrated in Fig. 2 com-
paring the trend in relative computation cost due to computer
improvements alone with the corresponding trend due to
algorithm improvements alone. The two trends have com-
pounded to bring about an altogether extraordinary cost-
reduction trend in computational aerodynamics. The cost of
experiments, in contrast, has been increasing with time.

An example may suffice to illustrate the dramatic trend in
computation efficiency. A numerical simulation of the flow
over an airfoil using the Reynolds averaged Navier-Stokes
equations can be conducted on today’s supercomputers in less
than a half hour for less than $1000 cost in computer time. If
just one such simulation had been attempted 20 years ago on
computers of that time (e.g., the IBM 704 class) and with
algorithms then known, the cost in computer time would have
amounted to roughly $10 million, and the results for that
single flow would not be available until 10 years from now,
since the computation would have taken about 30 years to
complete.

The objectives of this paper are to review some of the major
developments in computational aerodynamics of the past
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decade, to assess critically what demands will be placed on
future computer power by advanced flow simulation, to
survey some trends in microelectronics upon which future
computer power depends, and finally, to form therefrom
some estimates of what new computational capability may be
realized in the coming decade or so.

Development of Computational Aerodynamics

Historical progress in computational aerodynamics can be
characterized by a series of steps, each representing a suc-
cessively refined approximation to the full Navier-Stokes
equations. Four major stages of approximation stand out in
order of their evolution and complexity: (I) linearized in-
viscid, (IT) nonlinear inviscid, (III) Reynolds averaged Navier-
Stokes, and (IV) full Navier-Stokes. Progressive advances in
computer power and in numerical methods have made
possible the development of a variety of computational codes
ranging from Stage I codes for complex aircraft con-
figurations to Stage IV codes for very simple geometry. With
a given stage of approximation these advances have also
enabled flow simulations to be made for successively more
complex geometric configurations. Moreover, each new stage
of approximation allows a new class of physical phenomena
to be simulated: for example, subsonic lift distribution in
Stage 1, transonic wave drag in Stage II, airfoil buffeting in
Stage III, boundary-layer transition and aerodynamic noise in
Stage IV. The development of a code using a new stage of
approximation does not diminish the practical utility of older,
more approximate codes. Since refined approximations to the
Navier-Stokes equations require increased computing time,
codes based on the simplest applicable approximation remain
useful.

Inviscid aerodynamic computations for two-dimensional
airfoils were initiated in the first decade of this century.
Numerical flowfield simulations for complex three-
dimensional aircraft, however, were not developed until the
1960’s when computers first made this possible using the
linearized inviscid approximation of Stage I. The practical
development of the nonlinear approximation of Stage II
began in 1970, while intensive research development of Stage
I1I has proceeded since 1974. Stage IV for turbulent flow is in
an early phase of research. A summary of some major
developmental milestones for the past and anticipated future
is presented in Table 1. In general, each new stage becomes
practical when the requisite computer power for that stage
becomes available. Each generation of computer provides
both engineering design computations with a given stage of
approximation and research computations with an advanced
stage of approximation. In the paragraphs which follow,
some representative examples are illustrated for each of the
four stages of development.

Stage I—Linearized Inviscid

- Numerical computation methods using this stage of ap-
proximation are termed ‘‘panel methods’ inasmuch as
complex aircraft geometries are modeled by a large number of
contiguous surface panels. Whereas the full Navier-Stokes
equations representing conservation of mass, momentum,
and energy contain altogether 60 partial-derivative terms
when written out in three Cartesian coordinates, the linearized
inviscid approximation truncates this to the well-known
potential wave equation containing only 3 terms. It is
remarkable that such a seemingly crude approximation turns
out to be so practically useful. For subsonic subcritical flow
over bodies without flow separation, panel methods provide
realistic determinations of pressure distribution, of lift and
side forces, of pitch, yaw and roll moments, and of induced
vortex drag. For supersonic flow over slender bodies, wave
drag is also determined. Having been under development for
over a decade now, this stage of approximation is relatively
mature (cf., for example, Refs. 4-7). An excellent survey of
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Table 1 Development of computational aerodynamics

Readiness time period

2-D Simple 3-D Computer class
Airfoil B.ofR.at«a Practical 3-D for practical
Stage Computed results B.of R. wing wing-body 3-D calculations
1 Pressure distribution
Linearized Vortex drag 1930 1940’s 1968 IBM 360
Inviscid Supersonic wave drag CDC 6600
11 Above plus:
Nonlinear Transonic flow 1971 1973 1976 Current
Inviscid Hypersonic flow supercomputers
111 Above plus:
Navier-Stokes Separated flow Early 40 X current
Re-averaged Total drag 1975 1978 1980°s supercomputers
Model all scales Performance (NASF)
of turbulence Buffeting, buzz
v Above plus:
Large eddy Aerodynamic noise
simulation Transition Early Mid At least
Model subgrid- Surface pressure 1980’s 1980’s 1990’s 100 x NASF
scale turbulence fluctuations

some practical use of panel methods has recently been given
by da Costa.?

An example of the linearized inviscid panel method is
illustrated in Fig. 3 for the shuttle orbiter mounted on top of
the B747 carrier aircraft.® Roughly 1000 panels were used for
this configuration. Accurate determinations were made of the
lift characteristics for the combined configuration and for
each vehicle during separation of the orbiter from the carrier.
Configuration orientations selected from the computational
design phase were tested in the wind tunnel for verification.

An example from Kraus’ is shown in Fig. 4. Here panel
methods were used to compute forces and moments on the
external stores mounted beneath the F4 wing. In this case, the
agreement with experiment is less precise perhaps due to more
intricate geometry and greater viscous effects. The degree of
geometric detail resolvable by panel methods is limited by
computer speed, since the computation time varies with the
number of panels n as somewhere between n° and »’. Im-
proved computer power in the future, of course, will make
practical increased geometric resolution.

State Il—Nonlinear Inviscid
In its full complexity, this stage of approximation neglects

only viscous terms and contains 27 of the 60 partial-derivative
terms in the complete Navier-Stokes equations. Both tran-

Fig. 3 Computer paneling of Space Shuttle Orbiter mounted on

B747; linearized inviscid flow computation from da Costa (1978).

sonic and hypersonic codes have been developed within this
general framework of approximation. Transonic simulations
will be discussed first.

Prior to the development of electronic computers, very few
computations were made of practical transonic flowfields.
Hand relaxation techniques were used by Emmons® to
compute the supercritical transonic flow over a nonlifting
airfoil and by Vincenti and Wagoner!® to compute the
transonic flow over a lifting double-wedge airfoil with
detached bow wave. To this writer’s knowledge, the first
transonic solution for a practical lifting airfoil with embedded
shock was published in 1970 by Magnus and Yoshihara!! who
used an explicit time-dependent method.

Vigorous activity erupted a year later with four separate
publications on airfoils'*'* and one on bodies of revolution
including computations of wind-tunnel wall and support
interference effects.' All employed relaxation procedures.
Some used the small perturbation approximation and were
followed by numerical solutions for wings,!” wing-body
combinations, '® and artillery projectiles at angle of attack.!®
Others used the full potential equation and, generally with a
2- to 3-year lag, developed codes for bodies of revolution at
zero angle of attack,? wings,?' axisymmetric inlets at angle
of attack,? and, finally, for wing-cylinder combinations. 2324
An example of Stage II approximation from the first tran-

——(wwm EXPERIMENT
= }=—— THEORY

Fig. 4 Computer paneling of F4 with external stores; linearized
inviscid flow computation, M= 0.7, from Kraus (1978).
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measured pressure distributions on a swept-
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inviscid flow computation from. Bailey and
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Fig. 6 Comparison of computed and measured

SPAN pressure distributions for a supercritical wing with
STATIONS fuselage; nonlinear inviscid flow computation from
Boppe (1978).

sonic simulation of a wing-body combination (Ref. 18) is
presented in Fig. 5. This configuration, which includes the
model support sting, is sufficiently slender that agreement
between computation and experiment is uniformly good for
both location and strength of the shock-wave system.
Recently, implicit approximate factorization algorithms have
been developed that converge more rapidly than relaxation
schemes.?>% It is notable that in less than a decade following
the initial computations of Magnus and Yoshihara, the ef-
ficiency of numerical methods for transonic flow has been
improved by a factor of about 30 (Fig. 2). Currently, the best
methods require the order of 10* floating-point operations
per grid point, an amount that still leaves some room for
further improvement.

Nonlinear inviscid computations for transonic flow, like
linearized inviscid panel methods for subsonic flow, are now
extensively used in the aircraft industry. A number of suc-
cessful design applications has been made for transport
aircraft, military fighters, business jets, missiles, and
projectiles. In designing the HIMAT aircraft,?” for example,
the use of the Bailey-Ballhaus code enabled drag reduction of
about 20% at maneuvering lift to be achieved relative to
designs based on previous conventional methods. In a
redesign of the wing of the North American Sabre 60 business
aircraft,?® the same code was used to achieve from 27 to 61%
increase in range, 4 to 10% improvement in fuel con-
sumption, and other significant improvements in take-off
distance, cruise speed, and landing speed. Recently, Boppe?
has illustrated how the use of nested grid systems makes it
practical to construct transonic codes for arbitrary wing-

fuselage configurations with winglets, pods, canards, and
tails. An example from Boppe, comparing computations with
experimental data for a fuselage with supercritical wing is
shown in Fig. 6. The agreement is good for the small angle of
attack investigated.

Some promising results have been obtained by combining
numerical optimization techniques with nonlinear inviscid
codes (e.g., Ref. 30 and references cited therein). Such
techniques have the essential advantage over inverse methods
of being able to consider automatically multiple-condition
design problems wherein one aerodynamic characteristic is
optimized while simultaneously imposing various other
constraints—such as on off-design performance, and/or on
volume, and/or on some structural parameter. In one
example, a wing with variable leading- and trailing-edge
camber, as optimized computationally,?’ provided somewhat
higher L/D than corresponding configurations determined
from conventional parameteric wind-tunnel tests. Such
computational optimizations, of course, are significant only if
transonic wave drag is a major part of total drag and if the
flow does not involve strong viscous-inviscid flow interaction.
Numerical optimization with future viscous-flow codes
should open many new avenues for aerodynamic im-
provements,

The second type of nonlinear inviscid code developed is for
hypersonic or purely supersonic flow. For such codes the Lax-
Wendroff ‘‘shock-capturing’’ technique has been widely
used.*? One successful application3? was to the “‘shock-on-
shock’ problem of determining the transient loads en-
countered when a supersonic/hypersonic missile flies through
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a blast wave. Previous approximate methods of estimation
gave widely disparate results. Experiments using a rocket-
propelled test sled in combination with large shock tubes
verified the computations. Significantly, the computations
were completed prior to the experiments, cost much less, and
provided more information.

Nonlinear inviscid codes for simulating hypersonic flow
have been developed for the Shuttle Orbiter. Near peak entry
heating this vehicle is enveloped by dissociated air that is
chemically reacting and not in equilibrium. Laboratory ex-
periments cannot be conducted at the scale of the orbiter and
hence cannot accurately simulate nonequilibrium reaction-
rate effects within the flowfield. The computer simulations
for full-scale entry flight conditions? represent an example of
using computational aerodynamics to simulate flows im-
possible to simulate in ground-based experimental facilities.
In addition to this application, the supersonic/hypersonic
codes of Stage II have been applied to maneuvering re-entry
vehicles, supersonic aircraft, nozzle flows, inlets, and solar
winds about planets.

There is no doubt that in the past few years the development
of nonlinear inviscid codes for three-dimensional flows has
provided a new technological capability for the aerodynamic
design process. Moreover, it has shortened the design time
and reduced costs considerably in some cases. In the HIMAT
case, for example, Rockwell International Co. estimated that
conventional transonic wind-tunnel tests of 10 wing designs
they investigated computationally would have cost 26 times as
much as the computations.

Stage I1I—Reynolds Averaged Navier-Stokes

Unlike the inviscid approximations, this approximation
does not neglect any terms in the Navier-Stokes equations.
The basic equations are averaged over a time interval which is
long compared to turbulent eddy fluctuations yet small
compared to macroscopic flow changes. Such a process
introduces various new terms representing the time-average
transport of turbulent momentum and energy. Since such
terms must be modeled, the principal inaccuracy of Stage 11
is that of modeling turbulence. The primary merits of the
approximation are that it provides in many cases realistic
simulations of separated flows, of unsteady flows such as
buffeting, and of total drag rather than only components of
drag (e.g., induced drag in Stage I, wave drag in Stage II).
Combined with computer optimization methods, these
simulations should make it possible to develop
aerodynamically optimum designs for realistic conditions of
viscous compressible flow.

Numerical calculations for laminar flow using the complete
Navier-Stokes equations can be viewed as a special subcase of
Stage Il simulations having zero turbulence. A number of
laminar flow computations has been summarized in Ref. 385.
One of the pioneering computations that led to important
subsequent developments was the investigation by Mac-
Cormack3® for shock-wave interaction with a laminar
boundary layer. Other notable examples are the computation
of laminar flow over a compression corner,?” hypersonic flow
over the front of blunt bodies,* incompressible flow over
bluff bodies and airfoils,>* and supersonic two-dimensional
flow over a blunt body with an impinging shock wave.*' The
first three-dimensional aerodynamic simulation with the
laminar Navier-Stokes equations apparently was of the flow
over an inclined body of revolution.*> Recently, similar
numerical computations have been made of the laminar flow
over three-dimensional compression corners.*»** Unsteady
laminar flows have been limited to two dimensions, an im-
pressive example of which is Mehta’s® simulation of the
dynamic stall of an airfoil oscillating at low Reynolds
number. As expected, all of these computations agree well
with experiments. A visual illustration from Mehta is shown
in Fig. 7.
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Fig. 7 Comparison of computed and observed unsteady flow over an
oscillating airfoil at low Re; laminar viscous computation from Mehta
(1977). R =5000, k = 0.5, o =20 deg, second cycle.

The technology of simulating turbulent flows with the
Reynolds averaged Navier-Stokes equations is relatively
young, and most emphasis to date has been on two-
dimensional flows. The first codes were developed for shock-
wave interaction with a turbulent boundary layer (Refs. 46
and 47) and for high Reynolds number transonic flow over
airfoils (Ref. 48). Numerical computations also have been
made for supersonic flow over compression corners*>' and
axially symmetric afterbodies.’?> Most of these employed
relatively simple mixing length models for turbulence.

The possibility of using the Reynolds averaged Navier-
Stokes equations to numerically simulate unsteady buffeting
in transonic flow was first demonstrated by Levy.** He found
that for a thick circular-arc airfoil the Reynolds averaged
simulations automatically computed an unsteady flowfield at
certain Mach numbers and steady flow at others. For Mach
numbers below a critical value, the computed flow involved
trailing-edge separation and was steady; for Mach numbers
well above, it also was relatively steady but involved shock-
induced separation; whereas for an intermediate Mach
number range the flow oscillated violently between trailing-
edge and shocked-induced separation. A comparison with
experiment showed remarkable agreement for the frequency,
the intensity, the Mach number of onset, and the time-
dependent pressure variations at fixed positions along the
airfoil chord.

Some recent numerical computations by H. Lomax, G.
Deiwert, J. Steger, and H. Bailey of the drag polar and lift
curve for a supercritical airfoil in transonic flow at high
Reynolds number are presented in Fig. 8. These results
(discussed by Peterson®* and Deiwert and Bailey® ) illustrate
the computation of unsteady buffeting forces near and
beyond maximum lift. In the corresponding wind-tunnel
experiments,>®*’ two different amounts of wall porosity were
employed in view of the uncertain effects of wind-tunnel wall
interference. The computations for free-flight conditions
differ less from the wind-tunnel results for the smaller wall
porosity than the two experimental results differ from each
other. This is believed to be an example of computer flow
simulation probably providing a more accurate representation
of free-flight aerodynamics than conventional wind-tunnel
experiments.- The buffet boundary computed at C, =0.85 for
M, =0.75 agrees closely with the experimental buffet
boundary.’®

Very recently Steger and Bailey®® have used the Stage III
Reynolds averaged Navier-Stokes equations to simulate
aileron buzz. In 1947 it was discovered during wind-tunnel
tests of a semispan wing of the P80 aircraft that severe control
surface vibrations encountered earlier in flight tests
represented a new type of flutter involving only one degree of
mechanical freedom (Ref. 60). Steger and Bailey’s simulation
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Fig. 9 Computed and measured characteristics of transonic aileron
buzz; Reynolds averaged Navier-Stokes computation for turbulent
flow from Steger and Bailey (1979).

of this classical experiment (Figs. 9 and 10) has revealed very
good agreement for the Mach number of buzz onset and for
both the frequency and amplitude of unsteadiness. It is im-
portant to note that in these computations, as in Levy’s
computations of airfoil buffeting, the computer codes
without adjustment automatically produced unsteady flow
when the experimental flow was unsteady and steady flow
when the experimental flow was steady.

The investigations of unsteady flow have opened a broad
new field for numerical simulation of aerodynamic
phenomena previously intractable to detailed computation.

~ While results to date have been encouraging, they also have

raised at least two fundamental questions. One concerns how
high the frequency of unsteadiness f can be relative to the
mean frequency f,, of turbulent eddies for realistic simula-
tions with the Reynolds averaged equations. The basic
Reynolds concept involves averaging over a time interval long
compared to the characteristic time f;;/ of the principal tur-
bulent eddies, yet short compared to the characteristic time f~/
of the unsteady mean flow. Thus f should be much smaller
than f,,. In order to obtain a perspective on the question,
some relevant data have been assembled in Fig. 11. Here the
lines representing the mean frequency of turbulent eddies are
based on flat-plate experiments (Refs. 61, 62, and references

b) AILERON § NEAR LOWER
LIMIT OF BUZZCYCLE

a)l AILERON & NEAR UPPER \“:\J/\

LIMIT OF BUZZ CYCLE ‘ \\\Q_Q/j
Fig. 10 Mach number contours of flowfields for transonic aileron
buzz: M, =0.82, a=—1 deg; Reynolds averaged Navier-Stokes

computation for turbulent flow from Steger and Bailey (1979).
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Fig. 11 Comparison of frequency range of unsteady flows with mean
frequency of large-scale turbulent eddies.

cited therein) and correspond to U, /éf,, =5. Also shown are
the domains of some representative types of unsteady flow:
airfoil buffet,®% wing buffet,% leading edge separation,®
vortex shedding behind bluff bodies,®” supercritical diffusor
stall,%® low-speed diffusor transitory stall,® dynamic stall
experiments,’® and transonic wing rock.”® It is clear that the
frequencies of many unsteady flows of practical interest are a
factor of 10 to 100 below the mean frequency f,, of turbulent
eddies represented by the three horizontal lines at the top of
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Fig. 11. The two open circle points in Fig. 11 represent airfoil
buffeting®® and aileron buzz®® for which frequencies the
Reynolds averaged equations have been shown to provide
good simulations using the same turbulence models as for
steady flow. Being nearly a factor of 100 below f,,, the basic
concept of Reynolds averaging would be well satisfied in these
cases. The solid circle point CDH represents the experiments
with oscillating turbulent boundary-layer flow of Cousteix,
DeSopper, and Houdeville’ who found that, at the
maximum frequency they investigated, the usual steady-flow
models of turbulence predicted quite accurately the time-
dependent changes in. amplitude and phase of the velocity
profiles and turbulence intensity. For their test conditions f
was only about 0.1 f,,. It appears, therefore, that as far as
frequency is concerned, many unsteady flows of practical
interest are amenable to numerical simulation with the
Reynolds averaged Navier-Stokes equations.

It may seem surprising at first that f need be only a factor of
10 below f,,. While the average frequency of large-scale eddies
passing a given point (x,z) on a surface is f,, the average
frequency of eddies passing a given x-station of an airfoil with
span equal to one chord length would be the order of 10%f,,.
For such conditions, Reynolds basic concept for time
averaging might be realistic for frequencies f up to the order
of f,,. On the other hand, for highly three-dimensional flows,
with large spanwise variations, f may have to be much smaller
than f,, to obtain realistic simulations from the Reynolds
averaged equations.

A second fundamental question concerns the inherent
ability of the Reynolds averaged Navier-Stokes equations to
simulate unsteady flows involving broad-band frequency
spectra. To date, the successful numerical simulations of
unsteady flow—which have been conducted for two-
dimensional airfoils without the complications of three-
dimensional effects, freestream turbulence, airfoil vibrations
or structural oscillations—have yielded an essentially cyclic
unsteadiness with a single narrow-band frequency. Ex-
perimental flows have many such complexities and involve a
broader-band distribution of frequencies. It appears essential
to explore computationally the modeling of these com-
plicating phenomena in order to ascertain which ones must be
incorporated into Stage IIl codes in order to simulate un-
steady flows with broad-band frequency spectra. Such a
simulation capability for the transonic regime has been
needed for over two decades and would be of great practical
importance. Application could be made, for example, to
unsteady inlet flows feeding into compressors, to compressor

stall, to certain flutter problems, to gust loads, and to three-
dimensional wing buffet that limits transonic
maneuverability.

Only in the past year have three-dimensional simulations of
turbulent flows been made with the Reynolds averaged
Navier-Stokes equations. Because of computer limitations the
first such simulation was of the relatively simple three-
dimensional flow induced by a swept shock wave interacting
with a turbulent boundary layer (Ref. 73). Recently, Shang et
al.” have computed numerically the flow along a corner for
both transitional and fully turbulent flow. Excellent
agreement with experiment was obtained for pressure
distribution and heat transfer in the former case, and for
pressure distribution and surface flow direction in the latter.
Pulliam and Lomax” use the Stage IIl approximation to
simulate the flow over a hemisphere-cylinder body at angle of
attack. This latter case is interesting because it involves three
different types of flow separation on the body: a ‘‘leading-
edge’’ type separation bubble on the nose, a primary vortex-
sheet separation from the sides of the body, and a secondary
separation embedded within the primary vortex separation
along the upper aft surface. Their results agree quite well with
the experiments. An example is shown in Fig. 12. Although
the leading edge separation is sketched here as a closed
bubble, there is no direct evidence for this since its true three-
dimensional shape was not investigated in the computations.

Relative to the inviscid approximations, the Stage Il
Reynolds averaged Navier-Stokes approximation represents a
more youthful stage of development, requires considerably
more computer time and memory per case, and consequently
is not yet in extensive use by industry. In order to reduce
computer time and programming effort, the ‘‘thin-layer”’
approximation to the Navier-Stokes equations has been in-
troduced.”®” It accurately resolves viscous stresses in a
direction normal to the stream, but not in the streamwise or
transverse directions. With the mesh sizes in current use, there
is little difference between results from this approximation
and from the full Reynolds averaged Navier-Stokes
equations.

Turbulence Modeling for Stage 111 Simulations

As noted earlier, the accuracy of numerical simulations
with the Reynolds averaged equations depends principally
upon the accuracy of turbulence modeling. Most of the
examples of new code developments discussed above used
variants of a simple eddy viscosity model. More complex
models solve additional differential equations of turbulence
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transport simultaneously with the Reynolds averaged
equations: 1-equation models solve a differential equation for
turbulence kinetic energy; 2-equation models solve two
separate differential equations, one for turbulence kinetic
energy and one for some other physical quantity such as
dissipation or vorticity. The reader interested in specifics is
referred to a review by Rubesin’® and to references sited in the
paragraphs which follow. It is noted that turbulence modeling
for the Stage III approximation was advanced markedly
following MacCormack’s development in 1976 of improved
numerical algorithms.” This reduced the computation time
per case from about 10 or 15 h for high Reynolds number
flows to about 20 or 30 min, and thereby made practical the
investigation of a number of different turbulence models for
different flow conditions. Thus most of the information now
available on turbulence modeling for the Reynolds averaged
equations has been obtained in the past 2 years.

Four different turbulence models have been investigated for
the case of separated supersonic flow at high Reynolds
number over a compression corner.>¥ It was found that the
simple eddy-viscosity model is reasonably accurate for
pressure but not skin friction; the relaxation model of eddy
viscosity is very good for pressure, as originally observed by
Shang and Hankey,>® but poor for skin friction; whereas the
1- and 2-equation models are quite good for both quantities.
The same four turbulence models yielded essentially the same
results for the case of an M =1.4 normal shock wave in-
teraction with a turbulent boundary layer over a wide range of
Reynolds number, from 9 x 10% to 400 x 10° (Refs. 80, 81).
Perhaps it is not surprising that simple 0-equation turbulence
models can suffice for pressure distribution which depends
largely upon an integral of momentum within a fluid volume,
whereas more complex 1- or 2-equation models may be
required for skin friction and heat transfer which depend
upon a derivative along a boundary of the fluid volume.

Unfortunately, the success of turbulence modeling to date
does not extend to hypersonic Mach numbers.?' None of the
four turbulence models were found to be accurate for the case
of hypersonic shock-expansion interaction with a turbulent
boundary layer. This may be attributed to improper modeling
of the very high-density gradients of hypersonic flow and/or
the pressure-velocity correlations which are expected to be
relatively large in hypersonic flow. Since the latter have thus
far proven intractable to measurement even in low-speed
flows, there has been no guide as to how such correlations
should be modeled. Future computations of turbulence from
essentially first principles (Stage IV simulations) may provide
a guide.

In view of the fact that investigations of turbulence
modeling for the Reynolds averaged Navier-Stokes equations
have only been practical for the past 2 or 3 years, the progress
to date is significant. Clearly, much additional research is
required for three-dimensional flows, hypersonic flows, and
for full Reynolds stress models. Although no single
“‘universal’’ model of turbulence may be found, a limited
class of models may be found which applies to representative
classes of flows of practical aerodynamic interest.

Stage IV—Turbulent Eddy Simulations

In its full complexity, this stage involves the direct
numerical simulation of turbulent eddies from the complete
time-dependent Navier-Stokes equations. The main physical
concepts are that large eddies extract energy from the mean
flow, are highly anisotropic, variable from flow to flow, and
transport the principal turbulent momentum and energy;
whereas small eddies dissipate energy, tend towards isotropy,
are nearly “‘universal’’ in character, and transport relatively
little turbulent energy or momentum. Thus, the large eddies
are computed while the small subgrid scale (SGS) eddies are
modeled. Such simulations can be extremely demanding on
computer memory and speed. But given sufficient computer
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power, numerical simulations from essentially first principles
could be made of phenomena such as laminar-turbulent
transition, aerodynamic noise, surface pressure fluctuations,
and all relevant quantities characterizing turbulence. This
approach, though now in a relatively primitive research
phase, offers tremendous potential for the future. It has
already provided some information (e.g., turbulence pressure-
velocity correlations) that has long been intractable to ex-
perimental measurement. A recent succinct review of large
eddy simulation has been outlined by Ferziger. %

Many of the pioneering advances in turbulent eddy
simulation derive from past research in atmosphere dynamics.
Eddy-viscosity and mixing length models, following the ideas
of Prandtl and von Karmén, were employed initially in
numerical simulations of atmospheric turbulence (e.g., Refs.
83-85). Then in 1963, Smagorinsky® described a method of
directly simulating large eddies while modeling SGS eddies.
Although he used dynamical equations that were not fully
three-dimensional, a three-dimensional SGS model for
turbulence was developed. The first fully three-dimensional
turbulent eddy simulations were made by Deardorff for the
flow in a channel®” and an atmospheric boundary layer.® He
used a rather coarse grid (6720 mesh points) and modeled
both the viscous sublayer and the SGS turbulence.

In turbulent eddy simulations, the smallest resolvable
eddies are limited by grid spacing and hence by computer
power. Subgrid scale turbulence must be small enough to be
modeled without introducing significant uncertainty in the
overall turbulence dynamics. Fortunately, experiments in-
dicate that small scales of turbulence approach isotropy, tend
to be ‘‘universal,”” dand thus can be modeled. Some of the
evidence for this derives from measurements of the
longitudinal turbulence energy spectral density E; (k) defined
by

So E, (kydk=u"?

where k is the wave number and u’ is the fluctuating velocity
at a point. Various spectra, particularly for high Reynolds
numbers, are assembled in Fig. 13. Here the dimensionless
energy spectra ®=E,;/(ev’)” is plotted vs dimensionless
wave number k/k; for eight different types of flow,%98
where € is the local rate of energy dissipation per unit mass, »
the kinematic viscosity, and kx = (e/v*) * is the Kolmogorov
wave number related to the Kolmogorov scale 5 by kx =7 ~".
The Reynolds number R, is based on the Taylor microscale A,
velocity \/;’—2, and ». For reference, the Kolmogorov scale 5
corresponds to the lower scales of the dissipating range of
eddies: peak dissipation rate, for example, is at k/kx =0.1. It
is seen that the energy structure of large eddies (small k) vary
both with Reynolds number and type of flow, whereas the

“small, energy-dissipating eddies (large k) are apparently

universal—e.g., independent of both Reynolds number and
type of flow. The small eddy spectra agree well with the
theory of Pao.” Thus there is sound experimental foundation
for large eddy simulation; that is, for numerically simulating
the anisotropic, Reynolds-number, and flow-dependent large
eddies, while modeling the small subgrid scale eddies that are
universal and tend toward isotropy. The modeled eddies
would be nonisotropic but with small shear.

Various types of turbulent eddy simulations have been
made: some model subgrid scale turbulence, others do not;
some model the near-wall regions, others do not; and some
use the inviscid Eulerian equations for computing outer eddy
dynamics, while others use the Navier-Stokes equations. As
yet there is no common terminology for the various types. In
this paper the generic term ‘‘turbulent eddy simulation”
encompasses all types, while ‘“large eddy simulation’’ (LES)
refers to methods that model the subgrid scale turbulence and
in some cases also model the small-scale turbulence in the
viscous sublayer. Vortex dynamic simulations (Refs. 100 and
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101) can be viewed as a type of turbulent eddy simulation that
uses discrete vortices as a coarse form of turbulence com-
putation and that may or may not involve modeling of tur-
bulence fine structure.

The simplest case of homogeneous isotropic turbulence has
received considerable attention. With the use of spectral
methods for efficient computation, Orzag and Patterson!®?
conducted numerical simulations using a 32% grid. Thus far,
spectral methods have been limited to incompressible fluids
and to flows with simple geometric boundary conditions. The
calculations of Fox and Lilly,'® also using a 323 grid system,
illustrate clearly the major difference between two- and three-
dimensional turbulence: energy cascades upscale to larger
eddies in two-dimensional, and downscale to smaller eddies in
three-dimensional. More refined computations using a 643
grid system have been made recently by Clark et al.'® and
Rogallo.!® These latter computations provide a base for
testing subgrid-scale turbulence models with coarser meshes
and can be applied to homogeneous shear-flow turbulence.

Channel flow has also received considerable attention.
Following Deardorff’s work, Schumann'® used a finer grid
system (up to 65,536 points) and a refined SGS turbulence
model. He divided the SGS turbulence into an inhomogeneous
part and a locally isotropic part and employed a separate
dynamic equation (‘‘l1-equation’’ model) for the transport of
turbulent energy. Grotzbach and Schumann'?’ extended the
code to account for temperature fluctuations and heat
transfer. In most respects, the numerical simulations agree
with experiments as well as various experiments agree with
each other. All of these computations model both the SGS
turbulence and the viscous sublayer turbulence (the latter by a
law of the wall). The first large eddy simulation of channel
flow that computed rather than modeled viscous sublayer
turbulence was that of Moin et al.'® In agreement with ex-

1073

1072 1071
DIMENSIONLESS WAVE NUMBER, k/k,

\ 10

periment, their numerical computations revealed a turbulence
structure of ejection events (¥’ <0, v’ >0) and sweep events
(u’ >0, v’ <0) within a three-dimensional sublayer of high
activity containing streamwise elongated vortices alternating
spanwise with low and high velocity. Because of the relatively
coarse grid (16,640 points, Az, =168), the computed sublayer
structure was fatter than experiment, and the longitudinal
vortices were separated spanwise considerably more than the
experimental mean spacing of 100 wall units. The computed
wall-pressure fluctuations agreed well with experiment, as did
u'? and w’?, but the agreement of v’? was only fair, due
perhaps to the particular SGS model used in combination with
a highly elongated grid volume.

Turbulent eddy simulations also have been made for free
shear layers and wakes. Mansour et al.'” simulated the time-
evolving one-dimensional free shear layer. They observed that
vortex structures paired even in a background of considerable
turbulence and that the shear layer development depends on
the initial disturbance field. Both of these results are com-
patible - with experimental observations. Limited com-
putations of the turbulent flow in an axisymmetric
momentumless wake have also been made. '’

Whereas all of the above simulations are for incompressible
flow, Wray!'' has recently conducted turbulent eddy
simulations for compressible flow in free shear layers and
round jets. He used different types of initial disturbance for
each type of flow. His numerical computations of a two-
dimensional free-shear layer, illustrated in Fig. 14 as vorticity
contours, clearly show the vortex pairing phenomenon ob-
served experimentally (Ref. 112). Interestingly, a three-
dimensional initial disturbance in the shear layer did not result
in the large-scale pairing vortex structure, but developed into
the more common irregular three-dimensional turbulence
structure (Fig. 15). Such results also are compatible with



Downloaded by Universitats- und Landesbibliothek Dusseldorf on April 15, 2013 | http://arc.aiaa.org | DOI: 10.2514/3.61311

1302 D.R. CHAPMAN

» rFlow

WL

|

|
0
{
0
0

%
o
!

g
%)

|

Fig. 14 Numerical computation of free-shear layer with two-
dimensional initial perturbation; M =0.5, Navier-Stokes turbulent
eddy simulation, unpublished results of Wray (1978).
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Fig. 15 Numerical computation of free shear layer with three-
dimensional perturbation; M=0.5, Navier-Stokes turbulent eddy
simulation, unpublished results of Wray (1978).

experiments (Ref. 113). One of Wray’s simulations of the
three-dimensional turbulence in a nearly round jet is
illustrated in Fig. 16. From simulations of this nature, the
details of aerodynamic noise generation, for example, can be
explored, as can many aspects of turbulence dynamics. It is
this writer’s opinion that in the long run, with much more
powerful computers of future decades, large eddy simulation
will become a practical tool for accurate, detailed, fluid-
dynamic simulations in many different fields of engineering.
It will also become a valuable research technique for un-
derstanding certain aspects of turbulence.
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Fig. 16 Numerical computation of flow in round jet with nonaxially
symmetric initial perturbation; M = 0.5, Navier-Stokes turbulent eddy
simulation, unpublished results of Wray (1978).

Future Computer Requirements

Reynolds Averaged Simulations

In making estimates of future computer requirements,
attention is focused on the grid point requirement which
translates directly into computer memory requirement.
Computing time with the Reynolds averaged equations is
roughly proportional to the number of grid points N and, for
a given N, is nearly independent of Re (Refs. 44 and 73). This
independence arises because the effective eddy viscosity is
proportional to U,é and increases with Re, leaving the mesh
Reynolds number nearly independent of Re. Since numerical
algorithm efficiency improves with time, the future im-
provement factors required for computer memory using the
Reynolds averaged equations will be greater than for com-
puter speed. Consequently, emphasis in the discussion which
follows is placed on grid point requirements.

The primary variable determining the required number of
grid points is the boundary-layer thickness é. Let n,, n,, and
n. be the average number of grid points per length 6 in the
directions x (streamwise), y (across boundary layer), and z
(spanwise), respectively; let § be the average boundary-layer
thickness, so that the average grid point spacings Ax, Ay, and
Az are 6/n,, S/ny and, 8/n,, respectively. Thus, the product
n.n,n, represents the average number of grid points in a
volume &°. Further, let N,, N,, and N, be the number of grid
points in t