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net effect of the large number of subgrid eddies is repre-
sented by a subgrid force, which is specified in a more orThe reliability of numerical simulations of turbulence depend on

our ability to quantify and control discretization errors. In the classi- less ad hoc manner.
cal literature on error analysis, typically, simple linear equations All numerical simulations of turbulence (DNS or LES)
are studied. Estimates of errors derived from such analyses depend of necessity involve some numerical errors. The reliabilityon the assumption that each dependent variable can be character-

of such simulations therefore depend on our ability toized by a unique amplitude and scale of spatial variation that can
quantify and control these errors. In the classical literaturebe normalized to unity. This assumption is not valid for strongly

nonlinear problems, such as turbulence, where nonlinear interac- (see, e.g., [2]) on analysis of errors in partial differential
tions rapidly redistribute energy resulting in the appearance of a equations one typically studies simple linear equations
broad continuous spectrum of amplitudes. In such situations, the

(such as the wave equation or Laplace’s equation). Thenumerical error as well as the subgrid model can change with grid
qualitative insight gained from studying such simple situa-spacing in a complicated manner that cannot be inferred from the

results of classical error analysis. In this paper, a formalism for tions is then used to design numerical methods for more
analyzing errors in such nonlinear problems is developed in the complex problems such as Navier–Stokes turbulence. Al-
context of finite difference approximations for the Navier–Stokes though such an approach may seem reasonable as a first
equations when the flow is fully turbulent. Analytical expressions

approximation, it should be recognized that strongly non-for the power spectra of these errors are derived by exploiting
linear problems, such as turbulence, have a feature that isthe joint-normal approximation for turbulent velocity fields. These

results are applied to large-eddy simulation of turbulence to obtain absent in linear problems. This feature is the simultaneous
quantitative bounds on the magnitude of numerical errors. An as- presence of a continuum of space and time scales. Thus, in
sessment of the significance of these errors in made by comparing an analysis of errors in the one-dimensional wave equation,
their magnitudes with that of the nonlinear and subgrid terms. One

one may, without loss of generality, rescale the equationsmethod of controlling the errors is suggested and its effectiveness
so that the dependent variable and the characteristic lengthevaluated through quantitative measures. Although explicit evalua-

tions are presented only for large-eddy simulation, the expressions scale for its fluctuations, are always of order unity. This is
derived for the power spectra of errors are applicable to direct not possible in the turbulence problem since the ampli-
numerical simulation as well. Q 1996 Academic Press, Inc. tudes of the Fourier modes of the velocity field have a

continuous distribution over a broad range of wave-
numbers.1. INTRODUCTION

The situation is more complex in LES than in DNS.
In DNS, the energy spectrum, although continuous, doesThe Navier–Stokes equations are believed to be an ade-
decay to zero at sufficiently high wave numbers. Thus,quate model for the description of macroscopic motions of
strict control of numerical errors can always be assured byfluids in both the laminar as well as the turbulent regimes.
choosing a grid spacing that is much smaller than the small-Analytical solutions of these equations are known only for
est scales of motion that have significant energy. In LES,laminar flows. For turbulent flows one has to rely on ‘‘direct
one considers only scales of motion larger than some ‘‘fil-numerical simulation’’ (DNS) of the basic equations. An
ter-width’’ Df that are represented numerically on somealternate approach that is less computationally intensive
grid Dg # Df . The most common choice in practice is Dg 5[1] is ‘‘large-eddy simulation’’ (LES). In this method, one
Df . Therefore, unlike DNS, the smallest resolved scales ofdivides the full turbulent field into a set of large-scale or
motion in LES still have significant energy. In this case a‘‘resolved’’ eddies and the small-scale or ‘‘subgrid’’ eddies.
reasonable definition of ‘‘acceptable level of error’’ mightOnly the resolved eddies are computed directly while the
be to require that numerical errors be small compared to
the subgrid model. However, no theoretical framework for* Present address: CNLS, Los Alamos National Laboratory, Los

Alamos, NM 87545. quantifying the errors in such situations exist at the present
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time. For example, it is known from elementary error anal- positive and is constant for a given fluid. We consider the
fluid to be confined in a cubical box, V, of side ‘‘L’’ andysis that the error in a second-order finite difference

scheme pAD2. However, unlike in linear problems, where we assume periodic boundary conditions on the boundaries
of V. The volume of the box will be denoted by V 5 L3.A p 1 in suitable units, the amplitude A in LES would

depend on D in a nontrivial way. The purpose of this paper We consider a finite difference method of solving (1).
In this method, the cubical domain is embedded with ais to provide a formalism with which quantitative error

analysis may be carried out for such nonlinear problems. rectangular grid of uniform spacing ‘‘D’’ and the velocity
is defined only at the N3 nodes of the grid that we willIn Section 2 the foundations of the method of analysis

are developed. The solution of the discretized problem is denote by V0 . Here N is the number of nodes in each
direction which is assumed to be an even integer. Clearly,interpreted as a vector moving in a low dimensional sub-

space of the full vector space of the exact solutions of the D 5 L/(N 2 1). Equations (1) are now replaced by their
finite difference approximationsNavier–Stokes equations. A precise meaning is given to

the concept of ‘‘error in a numerical method’’ in terms
of its departure from the best solution obtainable on the ui

t
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ui , (2)subspace defined by the given grid. An exact analytical
expression for the error is presented in Section 3 as the
sum of ‘‘finite-differencing’’ and ‘‘aliasing’’ errors which

where d/dxk represents a numerical differentiation schemehave different origins. In Section 4, an expression for the
that approximates the continuous operator /xk . In (2),power spectrum of the ‘‘finite-differencing’’ part of the
TM

ij is the discretized version of a ‘‘subgrid model’’ t M
ij thaterror is derived. The essential tool that makes the deriva-

is specified in LES as a function (or functional) of the ‘‘ui’’tion of such an analytical expression possible is the ‘‘Mil-
and its derivatives. The subgrid model is considered to belionshchikov hypothesis’’ or the ‘‘joint-normal hypothesis’’
an approximate representation of the collective effect ofwhich was historically introduced into turbulence in the
small-scale eddies that cannot be resolved on the LES grid.context of the closure problem for moment hierarchies.
In DNS, the eddies are considered sufficiently well resolvedThe essential technique is identical to that used by Bat-
so that the subgrid term t M

ij can be neglected. The firstchelor in his derivation of the pressure spectrum of turbu-
term on the right of (2) can be written in several alternativelence from the energy spectrum [3, 4]. In Section 5 a very
forms. These alternate expressions for the advective term,similar analysis is used to obtain the power spectrum of
although equivalent in the continuum limit, result in dis-the aliasing error. The power spectra of the subgrid and
tinct behavior of the finite discretized system. Equationtotal nonlinear terms are computed in Section 6. These
(2) is known as the ‘‘divergence form’’ (or ‘‘conservativeresults are applied to LES of turbulence in Section 7 to
form’’). The other most commonly used (see, e.g., [5] andobtain some quantitative measures of numerical errors in
references therein) discretizations are the ‘‘skew-symmet-finite-difference schemes, which are increasingly being
ric form,’’ ‘‘advective form’’ (or ‘‘non-conservative form’’)used in turbulence computations on account of their appli-
and ‘‘vorticity form’’. In this paper only the divergencecability to problems with complex boundaries. A discussion
form of the discretization (2) is considered for simplicity.of these findings and quantitative evaluation of a possible
We will also assume that the time integration of (2) ismethod of reducing numerical errors are presented in Sec-
exact and suppress the time dependence of the dependenttion 8.
variable in our notation wherever convenient. This is done
to keep the problem tractable and might be justified if2. ERRORS DUE TO SPATIAL
time-stepping errors are negligible in comparison to errorsDISCRETIZATION—FUNDAMENTALS
due to finite differencing. Analysis of stability and accuracy
of various temporal discretization schemes can be foundTurbulence of an incompressible fluid is described by
in [6, 7].the equations

Let us denote by H the Hilbert space consisting of the
vectors C 5 (u1 , u2 , u3) whose components u1 , u2 , and u3ui

t
5 2



xj
(uiuj) 2

P
xi

1 n=2ui , (1) are square integrable in V. The norm is defined as

where the velocity (u1 , u2 , u3) is a solenoidal vector field, iC 2 Fi 5
1
3
E

V
dx [(u1 2 v1)2 1 (u2 2 v2)2 1 (u3 2 v3)2],and the pressure, P, is a scalar functional of the velocity

field that is determined by the continuity condition. In
(3)(1) and throughout this paper the Einstein convention of

summation over repeated indices is adopted unless speci-
fied otherwise. The molecular (kinematic) viscosity, n, is where C 5 (u1 , u2 , u3) and F 5 (v1 , v2 , v3). The solutions
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of the Navier–Stokes equations (1) can be regarded as but sufficiently fine grid the results would not be too sensi-
tive to the nature of the interpolation. Thus, for each veloc-elements of H and Eq. (1) can be formally written as
ity component ui we construct a function

tC 5 N C, (4) O
k[h

ci(k)exp(ik ? x) (7)
where N is a nonlinear operator defined in H. If we
define the set of wavevectors k 5 (2fn1/L, 2fn2/L, 2fn3/

with the ci(k) chosen in such a way that (7) coincides withL), where n1 , n2 , n3 are integers (positive, negative, or
the computed ui at each of the N3 node points. In (7), hzero), then each component of C can be expanded in terms
denotes the set of wavevectors whose components are inof the orthogonal basis functions exp(ik ? x). The vectors
the interval (2f/D, 1f/D). It is well known [8] that such
a set of coefficients can be chosen uniquely and are given by(exp(ik1 ? x), exp(ik2 ? x), exp(ik3 ? x)),

where k1 , k2 , and k3 span the set of possible wavevectors ci(k) 5 SD

LD3 O
x[V0

9ui(x)exp(2ik ? x), (8)
therefore form a basis B of H. Any element (u1 , u2 , u3) [
H can be expanded in terms of this basis as

where the prime over the summation sign indicates that
grid points on the three planes x 5 L, y 5 L, and z 5 Lui(x) 5

8f 3

V O
k

ûi(k)exp(ik ? x), (5)
are to be excluded from the sum. Let us denote by H0 , the
subspace spanned by the basis functions with components
exp(ik ? x), where k [ h. Then it is clear from (8), thatwhere
any solution on Vo can be extended to a vector (u1 , u2 ,
u3) [ H0 with the expansion in terms of the basis B (the

ûi(k) 5
1

8f 3 E ui(x)exp(2ik ? x) dx. (6) factors of 8f 3/V have been introduced for later conve-
nience)

In order to avoid a proliferation of subscripts, the following
convention is adopted throughout this paper. Any summa- ui(x) 5

8f 3

V O
k

ûi(k)exp(ik ? x), (9)
tion over the variable k is assumed to run over all allowed
values of k unless indicated otherwise in the subscript. We

wherewill ultimately pass on to the limit L R y at which point
the summations over k would be replaced by integration.
The domain of this integration will always be R3 unless
otherwise indicated. All integrals with respect to the vari- ûi(k) 55

D3

8f 3 O
x

9 ui(x)exp(2ik ? x) if k [ h

0 otherwise.

(10)
able x are over V and all sums are over V0 unless indicated
otherwise. On passing to the limit L R y all such integrals
would be in R3 and all summations would be over an

The solution of the discretized equations (2), extendedinfinite cubic lattice of spacing D unless a different domain
from V0 to V in the manner just described is an elementis indicated in the subscript.
of the subspace H0 . The time evolution of this numericalWe would like to obtain a measure of the difference
solution C0 can be formally written asbetween the solutions of the approximate equations (2)

and the solutions of the exact equations (1). However, the
tC0 5 N0C0 , (11)exact solution is defined in a continuous region V, whereas

the approximate system has values only on the discrete set
where N0 is the ‘‘discretized Navier–Stokes operator’’ thatV0 . To make a comparison possible, one must first adopt
maps elements of H0 to itself. The difference operatorssome interpolation procedure to extend the values of the
d/dxk in (2) are extended in N0 in the obvious way to actvelocity field from the discrete set of points V0 to the entire
on functions defined in V rather than on V0 . Thus, forregion V. This may be done in an infinite number of ways.
example, for a second-order central difference scheme,For the purpose of this analysis we will choose a trigono-

metric interpolation, since, as will be evident later, such a
choice simplifies the analytical work. In the limit of infi- d

dx1
f (x) 5

1
2D

[ f (x1 1 D, x2 , x3) 2 f (x1 2 D, x2 , x3)], (12)
nitely fine grid spacings, clearly, the precise choice of the
interpolation method can have no effect on the final results.
Further, it is not unreasonable to expect that for a finite where x can be any point in V not necessarily restricted
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to the nodes of the lattice and the finite-differences near e 5 0. Therefore, the best possible or ideal numerical
method N0 is one that satisfiesboundary points are evaluated using the usual artifice of

‘‘periodic extension’’ of the domain. It is easy to prove that
the effect of applying such an operator to the trigonometric N0 P 5 P N. (16)
extension of a function defined on a grid gives the same
result as applying the difference operator first on the dis- For any C [ H, we define the difference
crete lattice and then constructing its trigonometric ex-
tension.

E ; (P N 2 N0 P )C (17)The problem of designing a good numerical method can
be formulated as the problem of choosing the operator N0

as the ‘‘error,’’ that is, the extent of the departure of thein some optimal way. Clearly, one of the objectives of any
solution from the best possible on the given grid. It shouldgood numerical method should be to make the solution of
be noted that (17) includes errors due to the inaccuracythe finite problem, C0 , as ‘‘close’’ as possible to the true
of the subgrid model, or ‘‘modeling error’’ as well as ‘‘nu-solution C. Now, an element of H0 cannot approximate
merical errors’’ that may be attributed to approximatean element C [ H arbitrarily closely. However, there
differentiation of functions and methods of computing non-exists a unique element C0 [ H0 that is closest to C in
linear terms. In Section 3, an ‘‘ideal’’ subgrid model isthe sense of iC0 2 Ci having the minimum possible value.
introduced for which there is no ‘‘modeling error’’ and theThe operator that maps C to this ‘‘closest element in H0’’
analysis in the rest of the paper is restricted to the case ofis known [9] as the projection operator P corresponding
such an ideal model. This is an artifice to separate issuesto the subspace H0 . The projection operator P therefore
of ‘‘numerical errors’’ from ‘‘modeling errors’’ althoughis completely determined by the subspace H0 and the defi-
in reality the two effects appear together and the distinctionnition of the norm i i. It is simple to write down an explicit
between them is one of convention.expression for P using the basis B,

In the following analysis, the magnitude of the error E
will be characterized by statistical properties such as its

P (u1 , u2 , u3) 5
8f 3

V SO
k[h

û1(k)exp(ik ? x),

(13)

power spectral density. Such statistical measures can be
precisely defined only in the limit, where the wavevector
can assume a continuum rather than a discrete set of values.O

k[h

û2(k)exp(ik ? x), O
k[h

û3(k)exp(ik ? x)D, In physical space this implies that we are considering the
grid size D and some characteristic scale of turbulence l
fixed and taking the limit as the size of the box L R y.

where ûi(k) are given by (6). This follows from the well- In actual simulations, the box size, L, is of course finite.
known result [8] that the best approximation (with respect However, L is taken much larger than D or l so that smooth
to the L2 norm) of a function by a finite series of trigono- power spectra can be defined and computed statistical
metric polynomials is achieved when the expansion coeffi- quantities are not changed when the box size is further
cients are the Fourier coefficients. Thus, the best one can increased. This ensures that the computed quantities are
hope for from the numerical method (11) is C0 5 P C. indistinguishable from the ideal limit, L R y. For the
From (4), the equation satisfied by P C is purpose of theoretical analysis it is advantageous to take

the limit L R y first, rather than at the end of the computa-
t P C 5 P N C. (14) tion, and from now on we will assume that our lattice is

infinite. Thus, in the Fourier basis, the exact solution will
be characterized by the continuous family of wave vectorsOn subtracting (11) from (14) and adding and subtracting
k [ R3 and the numerical solution will be characterizedthe term N0 P C from the right-hand side, one obtains
by the subset k [ h, where h ; [2f/D, f/D] 3 [2f/D,
f/D] 3 [2f/D, f/D]. In the limit of infinite box size, Eqs.te 2 N0e 5 (P N 2 N0 P )C, (15)
(5) and (6) take the form

where e ; P C 2 C0 . From (15), the necessary and suffi-
cient condition for getting this ‘‘best possible solution for ui(x) 5 E ûi(k)exp(ik ? x) dk (18)
the given grid’’ is that the ‘‘forcing term’’ on the right-
hand side of (15) should always be zero. This follows since

andthe numerical solution satisfies the same boundary and
initial conditions as the true solution so that e satisfies
the corresponding ‘‘zero’’ conditions. This implies that the ûi(k) 5

1
8f 3 E ui(x)exp(2ik ? x) dx. (19)

unique solution of (15) with a vanishing right-hand side is
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For elements of H0 , the expansions (9) and (10) take (P N C)i(k)
the form

5 H(k)F2iPimn(k) E E dk9 dk0 (24)

ui(x) 5 E ûi(k)exp(ik ? x) dk (20)

d(k9 1 k0 2 k)ûm(k9)ûn(k0) 2 nk2ûi(k)G,

and

where H(k) is the unit step function defined by

ûi(k) 5 5 D3

8f 3 O
x

ui(x)exp(2ik ? x) if k [ h

0 otherwise.

(21) H(k) 5 H1 if k [ h

0 otherwise.
(25)

The right-hand side of (24) for k [ h is simply the
The following useful identity is also readily derived by well-known (see, e.g., [11]) right-hand side of the Navier–

first proving it for a finite box and then taking the limit of Stokes equation in Fourier space. The tensor Pimn is
infinite box size, defined by

Pimn(k) 5 H(knPim 1 kmPin)/2 if k ? 0,

0 otherwise,
(26)D3

8f 3 O
x

exp(iK ? x) 5 O
a[L

d(K 2 a), (22)

with Pij 5 dij 2 kikj/k2. It is customary to write (24) in
where ‘‘d’’ is the Dirac delta function, L is the set of the form
wavevectors of the form (2pkm , 2qkm , 2rkm), where p, q,
and r are integers (positive, negative, or zero), km 5 f/D,
and K is any vector (not necessarily restricted to h). (This (P N C)i(k) 5 2iPimn(k)H(k) FE

h
E

h
dk9 dk0 d(k9 1 k0

relation is familiar in solid state physics [10], where the
set L goes by the name ‘‘reciprocal lattice.’’) Equation (22)
is the discrete lattice equivalent of 2 k)ûm(k9)ûn(k0) 1 t̂mn(k)G (27)

2nk2H(k)ûi(k),1
8f 3 E dx exp(iK ? x) 5 d(K) (23)

where

and, indeed, reduces to (23) in the limit D R 0.
t̂mn(k) 5 H(k) FE E 2 E

h
E

h
G dk9 dk0

(28)
ûm(k9)ûn(k0)d(k9 1 k0 2 k)3. ERRORS DUE TO SPATIAL DISCRETIZATION—

EXPLICIT FORMS AND CLASSIFICATION
is called the subgrid stress.

Now we consider the term N0 P C. Let Ui denote theIn this section explicit formulae are presented for the
error E introduced in (17). We will use the Fourier-basis B result of using the projection operator P on the velocity

field with components ui . Then,and denote the expansion coefficient of E corresponding to
the wavevector k by (E1(k), E2(k), E3(k)). As explained
in the last section, we consider the region V to be infinitely Ui(x) 5 E

h
ûi(k)exp(ik ? x) dk. (29)

large so that the wavevector k may assume a continuum
of values.

In order to compute Ei(k), we first evaluate P N C in In the finite difference method the nonlinear term is
constructed by multiplying together velocity componentsthe basis B. Clearly, the projection operator P has the

effect of making all Fourier coefficients corresponding to at each grid point. From Eqs. (20) and (21), the extension
into H0 of such a product is fmn(x) whose Fourier coeffi-wavevectors k outside the region h vanish while the re-

maining wavevectors are unaffected. Thus, cients are



192 SANDIP GHOSAL

a DNS with an infinitely greater resolution running concur-
f̂mn(k) 5

D3

8f 3 H(k) O
x

Um(x)Un(x)exp(2ik ? x). (30) rently with the given LES. At every time-step the exact
subgrid stress is computed from the DNS field and supplied
to the LES simulation as a function of position. The restWhen the expressions (29) for Ui(x) are substituted into
of the analysis in this paper will be presented for such an(30) we have
idealized LES. Since t M

ij is already given as a function of
position and time and involves no computation, and since

f̂mn(k) 5
D3

8f 3 H(k) O
x
E

h
E

h
dk9 dk0

(31)
it has no components outside h,

T M
ij 5 t M

ij 5 tij(x, t). (34)ûm(k9)ûn(k0)exp[i(k9 1 k0 2 k) ? x].

The summation over the lattice points can be taken inside Now we can write down the expression for N0 P C:
the integral signs and executed in accordance with (22):

(N0 P C)i(k) 5 2iPimn(k̃)H(k)FO
a[L

E
h
E

h
dk9 dk0 d(k9

f̂mn(k) 5 H(k) O
a[L

E
h
E

h
dk9 dk0

(32)
ûm(k9)ûn(k0)d(k9 1 k0 2 k 2 a). 1 k0 2 k 2 a)ûm(k9)ûn(k0) 1 t̂mn(k)G (35)

Thus, N0 P C differs from P N C in that the expression
2nk̃2H(k)ûi(k)

(32) replaces the nonlinear term

On taking the difference of (24) and (35) we observe that
H(k) E E dk9 dk0 d(k9 1 k0 2 k)ûm(k9)ûn(k0) the error may be written as

Ei(k) 5 E(FD)
i (k) 1 E(alias)

i (k), (36)in Eq. (24). Further, all expressions involving the wavevec-
tors k in (24) should be replaced by the corresponding
modified wavevectors k̃. The ‘‘modified wavevector’’ is where
simply the numerical differentiation operator expressed in
Fourier space [12]. If the exact derivative operator /xk

E(FD)
i (k) 5 iH(k)[Pimn(k̃) 2 Pimn(k)]FE

h
E

h
dk9 dk0is replaced by the numerical differentiation d/dxk , multipli-

cation by wavevectors k in Fourier space are replaced by
multiplication by the corresponding modified wavevec-

d(k9 1 k0 2 k)ûm(k9)ûn(k0) 1 t̂mn(k)Gtors k̃.
In order to complete the evaluation of N0 P we need

an explicit specification of the subgrid model t M
ij . Any 1 n(k̃2 2 k2)H(k)ûi(k)

subgrid model introduces into the problem the ‘‘subgrid
modeling error’’ tij 2 t M

ij . This makes further quantitative 5 iH(k)[Pimn(k̃) 2 Pimn(k)]FE E dk9 dk0 (37)
analysis impossible since at the present state of turbulence
theory, all subgrid models are ad hoc uncontrolled ap-
proximations and it is impossible to put any rigorous d(k9 1 k0 2 k)ûm(k9)ûn(k0)G
quantitative bounds on the subgrid modeling error. Al-
though numerical errors associated with spatial discretiza-

1 n(k̃2 2 k2)H(k)ûi(k)
tion of a given subgrid model may be computed there
is no obvious way to single out for this study any one

andamong the wide variety of subgrid models in use. In
order to avoid such complications, we introduce the

E(alias)
i (k) 5 iPimn(k̃)H(k) O

a[L0

E
h
E

h
dk9 dk0

(38)
concept of the ‘‘ideal subgrid model’’

t M
ij 5 tij(x, t), (33) d(k9 1 k0 2 k 2 a)ûm(k9)ûn(k0).

In (38), the ‘‘reciprocal lattice’’ L was replaced by thewhere tij(x, t) is the exact subgrid stress whose Fourier
coefficients are defined in (28). One might think of the smaller set L0 consisting of the vectors (2pkm , 2qkm , 2rkm),

where p, q, and r can independently take on the values 0‘‘ideal subgrid model’’ (33) in the following way. Imagine
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or 61 but excluding the case p 5 q 5 r 5 0. The reason
integer values of p, q, and r with modulus greater than 1
are not included in L0 is that the relation a 5 k9 1 k0 2
k cannot be satisfied for such values if k, k9, k0 [ h and,
hence, the delta function ensures that they do not contrib-
ute to the sum. The first term in (36) arises because of
the inability of the finite-differencing operator, d/dxk , to

kEFD
i (k)EFD

i (k)*l

5 Dimn(k, k̃)D*ipq(k, k̃) E E dk9 dk0

kûm(k9)ûn(k 2 k9)û*p (k0)û*q (k 2 k0)l

1 2nI FiD*imn(k, k̃)(k̃2 2 k2) E dk9

kû*m(k9)û*n (k 2 k9)ûi(k)lG
1 n2uk̃2 2 k2u2kûi(k)û*i (k)l,

(40)

accurately compute the gradient of short-wavelength
waves. We call this the ‘‘finite-differencing error.’’ It van-
ishes for a spectral method which can differentiate waves
of all wavelengths exactly. The second term arises due to
the method of computation of the nonlinear term by taking
products in physical space on a discrete lattice. This is
called the ‘‘aliasing error’’ and is well known in the litera-

where k l denotes ensemble average, * denotes complexture on pseudo-spectral methods [13, 14].
conjugate, I denotes the imaginary part, and Dimn(k, k̃) ;
Pimn(k̃) 2 Pimn(k). The following two properties of the
Dimn tensors follow immediately from the corresponding

4. FINITE-DIFFERENCING ERRORS properties of Pimn ; Dimn 5 0, Dimn 5 Dinm .
In order to make further analytical work possible with

In this section, an expression for the power spectrum (40) we now introduce the ‘‘Millionshchikov hypothesis’’
of finite-differencing errors is obtained analytically. The [15] that in fully developed turbulence, the joint probability
power spectrum of the finite-differencing error is defined density function of any set of velocity components at arbi-
by E (FD)(k), where trary space-time points can be assumed to be joint-normal.

The joint-normal hypothesis was originally evoked in tur-
bulence in an attempt to close the hierarchy of equations
for moments [11]. Although this did not succeed, the joint-

E (FD)(k)
4fk2 5 lim

VRy

8f 3

V
hkE(FD)

i (k)E(FD)
i (k)*ljV , (39)

normal hypothesis has been successfully used in other con-
texts. Thus, Batchelor [3] used it with success to predict
the pressure spectrum of isotropic turbulence. A detailedh jV denotes angular average in wave-number space over
discussion of the joint normal hypothesis may be found inthe surface of the sphere uku 5 k and V is the volume of
[15]. The joint-normal hypothesis implies, in particular,the physical box containing the fluid. The prefactor 8f 3/V

in (39) is necessary because we would like the integral of
the power spectra over the entire region h to give us the
mean-square error rather than the square of the error

kui(x1)uj(x2)uk(x3)ul(x4)l 5 kui(x1)uj(x2)lkuk(x3)ul(x4)l

1 kui(x1)uk(x3)lkuj(x2)ul(x4)l

1 kui(x1)ul(x4)lkuj(x2)uk(x3)l
summed over the infinite lattice (which of course would
be infinite!). The appearance of the volume ‘‘V’’ of the
box at this stage of the calculation may at first sight seem (41)
surprising since we have been working with an infinite
lattice all along. The intent of (39) is that the entire calcula- and that all third-order moments are zero. Here u(x, t) is
tion within the ‘‘h jV’’ should first be done in the finite box, the true velocity field defined at all space time points. On
the result multiplied by 8f 3/V, and the limit V R y taken taking the Fourier transform (in infinite continuous space)
as the final step. However, it is easier to work directly with of (41) and assuming the turbulence to be homogeneous,
an infinite lattice from the start. This formal procedure we have
is correct provided the ‘‘leftover d-functions’’ from the
calculation within the ‘‘h jV’’ are handled in the following
way: the combination 8f 3d(k)/V is to be interpreted as
the ‘‘Kronecker-delta’’ symbol dk (defined as 1 if k 5 0

kûi(k1)ûj(k2)ûk(k3)ûl(k4)l

5 d(k1 1 k2)d(k3 1 k4)Fij(k2)Fkl(k4)

1 d(k1 1 k3)d(k2 1 k4)Fik(k3)Fjl(k4)

1 d(k1 1 k4)d(k2 1 k3)Fil(k4)Fjk(k3),

(42)and 0 otherwise) in accordance with the familiar rule
(V/8f 3)dk R d(k) for passing to the continuum limit. The
difference between the two methods is only formal and
the same result is obtained by working with a finite lattice
and taking the limit V R y at the final step. where Fij is the Fourier transform of the correlation tensor

Rij(x2 2 x1) ; kui(x1)uj(x2)l. On substituting (42) into theFrom (37), we have, for k [ h,
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first term in (40) we get a sum of three terms. It is readily This integral is evaluated in the Appendix. The result is
seen that the first of these three terms is proportional
to d(k) which when combined with 8f3/V from (39) gets Jmpnq (k) 5 F1(k) dmp dnq 1 F2(k)(dmn dpq 1 dpn dmq )
replaced by dk . Since Dipq(k, k̃) vanishes if k 5 0, there is
no contribution from this term. Further, since Dipq(k, k̃) is 1 F3(k) Fkm kp

k2 dnq 1
kn kq

k2 dmpG (48)
invariant with respect to an interchange of the last two
indices, the second and third terms are equal. Thus, the
total contribution is 1 F4(k)

km kp kn kq

k4 ,

where2Dimn(k, k̃) D*ipq(k, k̃) E dk9 F*mp(k9)F*nq(k 2 k9), (43)

F1(k) 5 aQh[7I4 1 6I3 2 2I2 1 5I1 ] (49)
where the factor 8f3 d(0)/V has been replaced with d0 5

F2(k) 5 aQh[23I4 1 2I3 1 2I2 2 I1 ] (50)1 in accordance with the procedure for taking the limit
explained earlier. The second term of (40) vanishes under F3(k) 5 aQh[215I4 2 6I3 1 2I2 1 3I1 ] (51)
the joint-normal hypothesis and the last term is easily

F4(k) 5 aQh[45I4 2 30I3 2 6I2 1 7I1 ]. (52)shown to be

The terms Im are defined as
e dx
8f3 n2uk̃2 2 k2u2Fii . (44)

Im 5 k Ey

0
dj Ej11

uj21u
dh E(kj)E(kh)Wm(j, h), (53)

The first factor is eliminated by the 8f3/V in (39) and we where the weights Wm are defined as
obtain finally

W1(j, h) 5
1

jh
(54)

E (FD)(k)

5 H8fk2 Dimn(k, k̃) D*ipq(k, k̃) E F*mp(k9) (45) W2(j, h) 5
(1 2 j2 2 h2)2

4j3h3 (55)

F*nq(k 2 k9) dk9 1 4fk2n2uk̃2 2 k2u2Fii(k)J
V

. W3(j, h) 5
(1 1 j2 2 h2)2

4j3h
(56)

W4(j, h) 5
[1 2 (j2 2 h2)2 ]2

16j3h3 . (57)Equation (45) is the general result for homogeneous
turbulence. If in addition, the turbulence is isotropic, Fij

simplifies [4] to
Therefore, after substituting (48) in (45) and using the
properties Dimm 5 0 and Dimn 5 Dinm , the following expres-
sion is obtained for the power spectrum of the finite-differ-Fij (k) 5

E(k)
4fk4 (k2 dij 2 ki kj ), (46)

encing error (no summation over repeated indices !):

where E(k) is the three-dimensional energy spectrum
E (FD)(k)5[F1(k)1F2(k)]HO

i,m,n
uDimn(k,k̃)u2J

Vand dij is the Kronecker-delta symbol. The integral in
the first term of (45) may be written after substitution
of (46) as 12F3(k)H O

i,m,n,p

kmkp

k2 Dimn(k,k̃) D*ipn(k,k̃)J
V

Jmpnq(k) ; 8fk2 E F*mp(k9)F*nq(k 2 k9) dk9
1F4(k)H O

i,m,n,p,q

km kp kn kq

k4 Dimn(k,k̃) D*ipq (k,k̃)J
V

5
k2

2f
E E E(P)E(Q)

P4Q4 [P2Q2 dmp dnq
(47) 12n 2E(k)huk̃22k2u2jV . (58)

2 Pm Pp Q2 dnq 2Qn Qq P2 dmp In Eq. (58), the functions F1(k), F2(k), F3(k), and F4(k)
are known once the energy spectrum is specified. They are1 Pm PpQnQq ]d(P 1 Q 2 k) dP dQ.
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not affected by the choice of numerical schemes. On the spherical symmetry of the problem that was exploited in
the computation of Jmpnq in the last section. In order toother hand, the coefficients of these functions in (58) de-

pend only on the numerical method (through the depen- make analytical progress, the following approximation is
introduced. The region h, which is a cube in k-space, isdence of k̃ on k) and are quite independent of the physical

spectrum. Thus, given a specific numerical scheme and replaced by the largest sphere contained in it. Clearly, this
procedure can be implemented simply by removing theenergy spectrum, Eq. (58) can be used to compute the

power spectrum of the finite-differencing error. This is suffix ‘‘h’’ from the integral signs in (62) and replacing
the energy spectrum E(k) bydone in Section 7 for various representative numerical

schemes.

E min(k) 5 HE(k) if k , km

0 otherwise.
(63)5. ALIASING ERRORS

In this section, an analytical expression for the power
The superscript ‘‘min’’ indicates that this procedure under-spectrum of the aliasing-error is derived. The power spec-
estimates the true aliasing error by failing to take accounttrum of the aliasing error, E (alias)(k), is given by
of the contribution of modes close to the eight corners of
the cube. An alternative method that overestimates the

E (alias)(k)
4fk2 5 lim

VRy

8f3

V
hkE (alias)

i (k)E (alias)
i (k)*ljV , (59) error can be provided by replacing the cube by the smallest

sphere that contains it. To obtain this estimate one needs
to use in place of E min the following spectrum:

where the meaning of the limit operation was as explained
in the last section. From (38) one obtains, for k [ h,

E max(k) 5 HE(k) if k , Ï3km

0 otherwise.
(64)

kE alias
i (k)E alias

i (k)*l 5 Pimn(k̃)P*ipq(k̃)

The true aliasing error is then expected to lie between theseO
a,a9[L0

E
h
E

h
E

h
E

h
dk1 dk2 dk3 dk4

(60) two bounds. (However, a rigorous mathematical proof of
this fact based directly on the formula (62) has not been

kûm(k1)ûn(k2)û*p (k3)û*q (k4)l found, although the result seems very plausible.) With the
approximation so described, the integral in (62) may bed(k 1 a 2 k1 2 k2) d(k 1 a9 2 k3 2 k4).
extended to the entire wave space. Thus, one obtains

On applying the joint-normal hypothesis, in analogy to the
E (alias)(k) 5 O

a[L0

hPimn(k̃)P*ipq(k̃) Jmpnq(k 1 a)jV . (65)derivation of (58), one gets

lim
VRy

8f3

V
kE alias

i (k)E alias
i (k)*l 5 2 O

a[L0

Substitution of the expression for Jmpnq from the Appendix
gives (no summation over repeated indices !)

Pimn(k̃)P*ipq(k̃) E
h
E

h
dk9 dk0 (61)

E (alias)(k) 5 O
a[L0

H[F1(K) 1 F2(K)] O
i,m,n

uPimn(k̃)u2
d(k9 1 k0 2 k 2 a)F*mp(k9)F*nq(k0).

Here the factor 8f3 d(a 2 a9)/V was replaced by da2a9 1 2F3(K) O
i,m,n,p

Km Kp

K 2 Pimn(k̃)P*ipn(k̃) (66)
in accordance with the procedure explained in the last
section. Thus,

1 F4(K) O
i,m,n,p,q

Km Kp Kn Kq

K 4 Pimn(k̃)P*ipq(k̃)J
V

,

E (alias)(k) 5 8fk2 O
a[L0

HPimn(k̃)P*ipq(k̃) E
h
E

h

(62) where K 5 k 1 a. Note that in this case the Fi(K) does
depend on the direction of k so that the Fi(K) cannot be
extracted from the h jV operation. Although the summa-dk9 dk0 F*mp(k9)F*nq(k0) d(k 1 a 2 k9 2 k0)J

V
.

tion over the set L0 consists of 33 2 1 5 26 terms, for a
cubical box one only needs to evaluate three terms due to
symmetry. Indeed, the full set of ‘‘aliasing modes,’’ a [The integral in (62) is difficult to handle analytically be-

cause integration over the cubical region h destroys the L0 , fall into three classes [14]:
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where h jV as usual denotes angular average over the sphere
uku 5 k.

3D h(62km , 62km , 62km ), 2D 5
(62km , 62km , 0)

(62km , 0, 62km )

(0, 62km , 62km )

,

(67)

The evaluation of (72) is similar to the calculation of
E FD(k) in Section 4. One only needs to replace ‘‘Dimn’’
in (58) by ‘‘2Pimn’’ and drop the last term involving the
viscosity. The resulting expressions can be further simpli-
fied using the following properties of the Pimn tensor:1D 5

(62km , 0, 0)

(0, 62km , 0)

(0, 0, 62km ).
Pimn Pimn 5 k2, (73)

By symmetry all the contributions within each class are km kp Pimn Pipn 5
1
4

k4Pin Pin 5
k4

2
, (74)

equal. Therefore,
km kn Pimn 5 0. (75)

E (alias)(k) 5 6E
(alias)
1D (k) 1 12E

(alias)
2D (k) 1 8 E

(alias)
3D (k), (68)

Thus,

where E
(alias)
1D (k) is the contribution from any one of the

(76)N (k) 5 k2[F1(k) 1 F2(k) 1 F3(k)],1D modes, E
(alias)
2D (k) is the contribution from any one of

the 2D modes, and E
(alias)
3D (k) is the contribution from any

where F1(k), F2(k), and F3(k) are as defined in Section 4.one of the 3D modes, respectively. If the modified wave-
The computation of S (k) once again requires us to re-vector k̃ of a numerical method and the energy spectrum

strict the k space integration to a cubical domain whichof the turbulence, E(k) are known, (66) may be evaluated
makes it difficult to handle the integrals analytically. Thisnumerically using either E min(k) or E max(k) (defined in
difficulty is dealt with in precisely the same manner as was(63) and (64)) to get the lower or upper bound for the
done in the computation of the aliasing error. The cubicalaliasing error, respectively.
domain in k space is replaced by a spherical region of
appropriate size. This is completely equivalent to replacing

6. SUBGRID AND TOTAL CONTRIBUTIONS the energy spectrum E(k) by a pseudo-spectrum as in Sec-
tion 5. With this modification, the calculation is exactlyIn this section, the power spectrum of the exact subgrid
identical to that just presented for the nonlinear term.force and the total nonlinear term will be computed. This
Thus, one obtainsinformation will be used in the following sections as a

benchmark to evaluate numerical errors in LES. The total
(77)S (k) 5 k2[F1(k) 1 F2(k) 1 F3(k)],nonlinear term N and the (exact) subgrid force S can be

readily written down in terms of the Fourier basis:
where in the evaluation of the functions Fi , the
‘‘pseudo-spectrum’’

Ni(k) 5 2iPimn(k) E E dk9 dk0 d(k9 1 k0
(69)

2 k)ûm(k9)ûn(k0) E min(k) 5H0 if k , Ï3km

E(k) otherwise,
(78)

and
or

Si(k) 5 2iPimn(k)H(k) SE E 2 E
h
E

h
D dk9 dk0 d(k9

(70)
E max(k) 5H0 if k , km

E(k) otherwise,
(79)

1 k0 2 k)ûm(k9)ûn(k0).

should be used in place of E(k) to obtain the lower and
The power spectra are defined as upper bounds, respectively.

7. LARGE-EDDY SIMULATIONS (k)
4fk2 5 lim

VRy

8f3

V
hkSi(k)Si(k)*ljV (71)

The results established in the previous sections will now
be applied to derive quantitative measures of errors inN (k)

4fk2 5 lim
VRy

8f3

V
hkNi(k)Ni(k)*ljV, (72)

large-eddy simulation. In large-eddy simulation the grid
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FIG. 1. The Von-Karman spectrum normalized so that the maximum energy density is at k 5 1 and E(1) 5 1.

spacing D is typically much larger than the Kolmogorov inherent in the numerical method be much smaller than
the physically motivated subgrid model. We now examinelength so that molecular viscosity plays a negligible role.
to what extent such an expectation is realized for a second-Therefore ‘‘n’’ is set to zero throughout this section. For
order central-difference method implemented with thethe energy spectrum we assume the ‘‘Von-Karman form’’
nonlinear term in divergence form. A second-order cen-
tral-difference scheme is characterized by the modified

E(k) 5
ak4

(b 1 k2)17/6 , (80) wavenumber k̃i 5 sin(ki D)/D (i 5 1, 2, or 3). Equation
(58) is used to compute the power spectrum of the finite-
differencing error E (FD)(k). These results are compared towhere the constants a 5 2.682 and b 5 0.417 are chosen
the power spectra of the respective subgrid terms in Fig.so that the maximum of E(k) occurs at k 5 1 and the
3 for km 5 8 and 32. They have the same qualitative appear-maximum value E(1) 5 1. This can always be ensured by
ance for other values of km . The power spectrum of thea proper choice of length and time scales. The Von-Karman
finite-differencing error also rises to a maximum at k 5spectrum has the property E(k) p k4 as k R 0 and
km in the same manner as the subgrid contribution. How-E(k) p k25/3 as k R y and is a fair representation of
ever, the finite-differencing error is substantially largerinertial range turbulence. A plot of this spectrum is shown
than the subgrid contribution over the entire wavenum-in Fig. 1.
ber range.

Figure 3 indicates that the error in a low order scheme7.1. Spectra
cannot be reduced to an acceptable level by sufficiently

The power spectra N (k) and S (k) are evaluated numeri- refining the grid. This is because as the grid is refined (km
cally from (76) and (77), respectively, using the Von-Kar- is increased) the subgrid contribution also decreases such
man spectrum. The results are shown in Fig. 2 for km 5 8 that the error dominates the subgrid contribution irrespec-
and 32. It is seen that the power spectrum of the total tive of the resolution. Let us now examine if this situation
nonlinear term is reasonably flat at high wavenumbers can be improved by using higher order central-difference
while the subgrid contribution raises monotonically to a schemes. Figure 4 shows the finite-differencing error evalu-
maximum (which appears as a ‘‘cusp’’ when plotted on a ated using (58) for a second, fourth, sixth, and eighth order
linear scale) at the cutoff wavenumber km . The subgrid central-difference scheme, together with the subgrid term,
contribution is seen to be a relatively small part of the computed using (77) for a fixed resolution, km 5 8. It is
total conbribution from the nonlinear term. seen that higher order schemes do lead to reduced levels

Subgrid modeling is a very important part of large-eddy of error. However, even with an eighth-order scheme, the
simulation. A parametrization of the interacton of the un- subgrid contribution is dominated by numerical errors in
resolved eddies with the resolved onces is expressed as a about half of the wavenumber range. Plots similar to Fig.

4 for other values of km show the same qualitative behavior.subgrid model. It is therefore desirable that the errors
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FIG. 2. The total nonlinear term (———) compared to the lower (m) and upper (.) bounds for the subgrid force for km 5 8 and 32.

Figure 5 shows the corresponding comparison for the have the largest. The aliasing errors for sixth- and eighth-
order schemes are intermediate between the fourth andaliasing error. The aliasing error is seen to be substantially

larger than the subgrid force. In general, increasing the the pseudo-spectral; they have been omitted from Fig. 5
for clarity. The effect is, of course, quite easy to understand.order of a scheme has a relatively weak effect on the

aliasing error and the effect is primarily in the high wave- In the one-dimensional problem, the aliasing part of the
nonlinear term is multiplied by the modified wavenumbernumber region. This effect is in fact in the ‘‘reverse’’ direc-

tion, compared to the finite-differencing error. That is, the which approaches zero at the cutoff so that the aliasing
error is also reduced to zero at km . In the three-dimensionallowest pair of curves which correspond to a second-order

scheme have the smallest aliasing error and the highest pair problem a similar situation applies, except that the power
spectrum does not actually go to zero because of the aver-corresponding to an undealiased pseudo-spectral method

FIG. 3. The finite-differencing error of a second order scheme (———) compared to the lower (m) and upper (.) bounds for the subgrid force
for km 5 8 and 32.
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FIG. 4. Finite-differencing errors (———) compared to the lower (m) and upper (.) bounds of the subgrid force for km 5 8. The numerical
schemes considered are second (highest curve), fourth, sixth, and eighth (lowest curve) order central-differences.

aging over wavenumber shells. However, the aliasing error
s

*
5 FEkm

0
E (*)(k) dkG1/2

, (81)is reduced at high wavenumbers for central-difference
schemes.

where ‘‘*’’ stands for ‘‘FD,’’ ‘‘alias,’’ ‘‘nl,’’ or ‘‘sg,’’ corre-
7.2. Scaling Laws

sponding to the global finite-differencing error, aliasing
error, total nonlinear term, or subgrid term, respectively.In this section, the dependence of some measure of

‘‘global error’’ on resolution, km , is investigated. An appro- s
*

is closely related but not exactly equal to the rms value,
which is given by the integral of the power spectrum overpriate measure of the kind is

FIG. 5. The aliasing errror for a second-order central-difference method (???), a fourth-order central-difference method (---) and an underaliased
pseudo-spectral method (———), compared to the lower (m) and upper (.) bounds for the subgrid force. Each method is represented by a pair
of curves corresponding to the lower and upper bounds for the error.
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FIG. 6. Global measure of the total nonlinear term, snl (d) and subgrid force, ssg (lower bound, m; upper bound, .) plotted as a function of
the maximum resolved wavenumber, km . The lines represent power law fits obtained by the least-squares method.

the entire wavenumber range. The correspondence is not for the scaling of the subgrid term. The subgrid stress is
tij 5 2nt Sij , where nt is the eddy-viscosity and Sij is the rateexact because the modes at the corners of the cube [2km ,
of strain. The rate of dissipation « 5 tij Sij 5 ntuSu2 is akm] 3 [2km , km] 3 [2km , km] outside of the inscribed
constant according to the classical Kolmogorov argument.sphere of radius km have not been included in the definition
Therefore, utiju p ntuSu p Ï«nt . Now, it seems reasonable(81). Thus, s

*
is a lower bound of the true rms value. The

to postulate that nt is the product of the grid-spacing, D,s
*

can be evaluated as a function of km by numerically
and the rms velocity of the subgrid eddies, Ïku92l. Theintegrating the power spectra E (*)(k) presented earlier.
latter can be estimated from the Kolmogorov spectrumFigure 6 shows the lower and upper bounds for the rms

values of the subgrid force ssg as a function of km . The
corresponding quantity for the total nonlinear term snl is Ïku92l 5 FEy

km

E(k) dkG1/2

p FEy

km

k25/3 dkG1/2

(84)also shown for comparison. The subgrid contributions are
seen to obey a power law. A least squares fit gives p (km)21/3 p D1/3.

Thus, nt p DD1/3 p D4/3 so that utiju p Ï«nt p D2/3. The
subgrid force, which is the derivative of tij should thenssg 5H0.36 k 0.39

m (lower bound)

0.62 k 0.48
m (upper bound).

(82)
scale as utiju/D p D21/3 p (km)1/3. The scaling exponent
(0.4–0.5) in (82) is reasonably close to what this rough
argument predicts. It should be noted that, even thoughThe total nonlinear term also appears to follow a power
the subgrid stress decreases with increasing resolution, itslaw. A least squares fit in this case gives
derivative, the subgrid force, actually increases.

Figure 7 shows the integrated value of the finite-differ-(83)snl 5 1.04 k 0.97
m .

encing error, sFD , plotted against km . There appears to be
an asymptotic approach to a power law behavior for large

The fitted curves (82) and (83) are shown in Fig. 6 as
km . A least squares power law fit to the last three data

dashed and solid lines, respectively. Thus, the relative sub- points gives
grid contribution is (roughly) ssg/snl p k 20.5

m ; that is, the
role of the subgrid model decreases at higher resolution.
As an illustration, for an LES that resolves about a decade
of scales beyond the energy peak, the rms value of the
subgrid force, according to this formula, should be in the sFD 5 k 0.75

m 3 5
1.03 (order 2)

0.82 (order 4)

0.70 (order 6)

0.5 (order 8)

0 (spectral)

approximate range 11–19% of the rms value of the total
force.

The following heuristic argument [16] is sometimes given

(85)
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FIG. 7. Finite-differencing errors, sFD plotted as a function of the maximum resolved wavenumber km (3) for central differencing schemes of
order 2 (topmost), 4, 6, and 8 (lowermost). The solid lines are least-squares power law fits. Lower (m) and upper (.) bounds for the subgrid force
ssg are also shown for comparison.

which are shown as solid lines in Figure 7. The subgrid scheme properly dealiased with the ‘‘3/2-rule’’ both the
aliasing, as well as the finite-differencing, errors are identi-terms ssg are also shown for comparison. It is significant

that the exponent in the dependence of the integrated cally zero.
error on resolution in (85) turns out to be independent of
the order of the scheme. A higher order scheme reduces

8. DISCUSSIONSthe error only through a reduced prefactor multiplying the
pk 0.75

m term.
The results of the above analysis may be summarized

as follows. In large-eddy simulation, the net effect of theFigure 8 shows the integrated value of the aliasing error
unresolved eddies on the resolved ones is represented bysalias plotted against km . The lines are power law fits to
a subgrid model. The resulting equations, which are thethe data. Only the second-order scheme and the pseudo-
Navier–Stokes equations augmented by an additionalspectral scheme without dealiasing is shown. The curves
term, the subgrid force, is then solved numerically. In suchfor the fourth, sixth, and eighth order schemes have inter-
a procedure the presumption is that the associated numeri-mediate positions and have been omitted for clarity. These
cal errors are small compared to the subgrid model beingfits are given by the following analytical expressions:
used. To keep the analysis as simple as possible, isotropic
turbulence in a ‘‘box’’ with periodic boundary conditions
was considered together with a simple numerical method:

salias 5

0.90 k0.46
m (lower bound, undealiased

an order n (n 5 2 to 8) central-difference scheme with thepseudo-spectral)
nonlinear term in the divergence form. It was found that

2.20 k0.66
m (upper bound, undealiased the most serious source of error is the aliasing error. The

pseudo-spectral)
(86)

power spectrum of the aliasing error is significantly larger
than the subgrid term and falls off less rapidly than the0.46 k0.41

m (lower bound, second-order)
finite-differencing errors at low wavenumbers. Higher or-

5
1.29 k0.65

m (upper bound, second-order). der schemes have the effect of increasing the aliasing error,
although to a first approximation the aliasing error may
be considered independent of the finite-difference scheme.The important distinction from Fig. 7 is that here the curves

are ‘‘reversed.’’ Thus, the lowest curve corresponds to the The finite-differencing error for a second-order scheme
also remains significantly larger than the subgrid term oversecond-order scheme and the highest corresponds to an

undealiased pseudo-spectral scheme. The subgrid term ssg most of the wavenumber range. The situation is improved
by going to higher-order schemes. However, even for anis also shown for comparison. Of course, for a spectral
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FIG. 8. Lower and upper bounds for the integrated aliasing error, salias , for a second-order (1) and undealiased pseudo-spectral method (3).
Solid and dashed lines are least-square power law fits. Lower (m) and upper (.) bounds for the integrated subgrid force ssg are also shown
for comparison.

eighth-order scheme, the error is smaller than the subgrid the order of the scheme. Aliasing errors had the most
serious effect for (undealiased) pseudo-spectral methods,term for only about half of the wavenumber range. An

increase in grid resolution makes the errors increase faster a result also consistent with the present study. The effect
of aliasing errors on numerical simulations have also beenthan the subgrid force so that the situation cannot be im-

proved by grid refinement alone as long as the cutoff, km , studied by [5, 18, 19] among others. In the light of the
present analysis as well as the above studies, it is imperativeremains in the inertial range.

The analysis presented here is kinematic in nature in that methods of reducing numerical errors in LES to ac-
ceptable levels be investigated. One method of achievingthe sense that the departure of the Navier–Stokes operator

from its ideal value was used to define the error. The effect this goal is briefly discussed below.
In LES the Navier–Stokes equations are first ‘‘filtered’’of this error on the dynamics of the solution and ultimately

on the prediction of statistical averages remain unknown. to remove all scales below some ‘‘filter-width,’’ Df . The
resulting equations are then discretized on a grid of spacingHowever, in the light of the present finding that numerical

errors can be comparable to the subgrid term, a careful Dg . In order that the smallest resolved scales be represent-
able on the grid, it is required that Dg # Df . In practiceand systematic evaluation of the effect of finite-difference

methods on turbulence simulations would seem essential. one most often assumes Dg 5 Df , to minimize computa-
tional cost and accepts the consequence that the ‘‘mar-Such a study has recently been conducted by Kravchenko

and Moin [17]. They used a channel flow pseudo-spectral ginal’’ eddies may not be well resolved. As a matter of
fact, this distinction between Dg and Df is often ignoredcode that uses B-splines in the wall normal direction and

trigonometric basis functions in the homogeneous direc- and one speaks of ‘‘filter-width’’ and ‘‘grid-spacing’’ inter-
changably. However, if one expects to adequately resolvetions. By replacing the wavenumbers by the modified wave-

numbers in the homogeneous directions they were able to all scales up to ‘‘Df’’ it is natural to require that ‘‘Dg’’ be
several times smaller than ‘‘Df.’’ Thus, we are led to con-mimic various finite difference schemes. Numerical experi-

ments were run with various forms (divergence, rotational, sider an LES with a filter-width Df performed on a numeri-
cal grid of spacing Dg , Df . Clearly, in any such computa-skew-symmetric) of the nonlinear terms with or without

‘‘dealiasing’’. Aliasing errors in general were found to have tion all Fourier-modes between k f
m 5 f/Df and k g

m 5
f/Dg must be held at very low amplitudes for, otherwise,a very serious effect on the simulation causing the flow to

laminarize in some cases, as might be expected in the light these ‘‘contaminated’’ modes would soon destroy the accu-
racy of computation of the modes (0, k f

m) through nonlin-of the present analysis. The effect of aliasing errors on the
simulation as well as their size was found to depend ear interactions. This might be achieved naturally by the

effective ‘‘dissipation range’’ of the eddy-viscosity. Thisstrongly on both the form of the nonlinear term as well as



ANALYSIS OF NUMERICAL ERRORS IN LES 203

FIG. 9. The finite-differencing error (———) for a second-order central-difference scheme with Df 5 NDg for N 5 1 (uppermost curve), 2, 4,
and 8 (lowermost curve). The lower (m) and upper (.) bounds for the subgrid force are shown for comparison. k f

m 5 8 is held fixed.

may also be achieved by replacing the discretization (2) grid that is finer than the filter-width. In Fig. 10, Dg has
been fixed at Df/2 and the spectra of finite-differencingof the Navier–Stokes equations by the alternative [20]
errors is plotted for a second, fourth, and eighth order
scheme. It is seen that for an eighth-order scheme the finite-ui

t
5 2

d
dxj

F [ui uj] 2
d F [P]

dxi
2

d F [T M
ij ]

dxj
(87)

differencing error is several orders of magnitude below the
subgrid term. The increase in computational cost due to
the refined grid is a factor of 24 5 16. Implementation of

1 n
d

dxk

d
dxk

ui , an eighth-order scheme would also carry a penalty in terms
of added cost. However, in view of the vastly increased
accuracy, the additional cost may be justified. In additionwhere F [ ] represents a suitably designed filtering opera-
to reducing the finite-differencing error, the filteringtion that reduces the amplitudes of all modes in the range
scheme (87) completely removes the aliasing error. This(k f

m , k g
m) to zero or very small values. Such compact filters

is because modes k9 and k0 that ‘‘alias’’ to a mode k mustfor finite difference schemes that are close to a sharp low
satisfy the relation k9 1 k0 2 k 5 a, where a is a memberpass filter in Fourier space were first considered by Lele
of the ‘‘reciprocal lattice’’ L. The magnitude of any compo-[21] and they have been used in the present context by
nent of the vector on the left of this equation can be atLund [20]. The finite-differencing operator d/dxj is on the
most k f

m so that the left-hand side cannot exceed 3k f
m .finer grid Dg . The effect of this modification is easy to

Since at least one component on the right-hand side isinvestigate in the present formalism. Thus, for a second-
2kg

m or larger, the equation cannot be satisfied if 3k f
m ,order method, the ‘‘D’’ in the expression for the modified

2kg
m ; that is, if Dg , (2/3)Df there cannot be any aliasingwavenumber need simply be replaced with Dg . Figure 9

errors. This is, of course, the justification for the well-shows the result of such a computation for a second-order
known ‘‘3/2 dealiasing rule’’ [13].central-difference method with Dg 5 Df/N, where N 5 1,

In conclusion, a method of analysis of numerical errors2, 4, and 8 for a fixed k f
m 5 8. It is seen that with N 5 8,

in finite-difference implementations of the Navier–Stokesthe finite-differencing error is about one or two orders of
equations was presented that takes into account the contin-magnitude below the subgrid term throughout the wave-
uum of length scales present in turbulence. In the case ofnumber range from k 5 0 to k 5 k f

m 5 8. However, taking
LES with the grid cutoff in the inertial range, the resultingDg 5 Df/8 increases the number of grid points by a factor
numerical errors were shown to be quite large, comparedof 83 5 512 and the total computational cost (if the time-
to the subgrid force for finite difference schemes up tostep, Dt is limited by the CFL condition so that Dt p Dg)
eighth-order accurate, irrespective of the grid resolution.by a factor of 84 5 4096. It may therefore be advisable to

use, instead, a higher order scheme, in conjunction with a However, the errors can be brought under control by im-
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FIG. 10. The finite-differencing error (———) for Df 5 2Dg for a second (uppermost), fourth and eighth (lowermost) order central-difference
scheme. The lower (m) and upper (.) bounds for the subgrid force are shown for comparison. k f

m 5 8 is held fixed.

plementing the LES with a filter-width that is greater than
Impnq ; k2

2f
E E E(P)E(Q)

P4Q4

(89)
the grid-width combined with some filtering scheme that
sharply reduces any fluctuations on a scale shorter than

PmPpQnQqd(P 1 Q 2 k) dP dQthe filter-width. Thus, an eighth-order central-difference
scheme combined with a filter to grid width ratio of 2

since, from inspection of the definition of Jmpnq , it fol-has numerical errors that are several orders of magnitude
lows thatsmaller than the subgrid force throughout the entire wave-

number range of interest. The analytical formulas devel-
Jmpnq 5 Iaabbdmpdnq 2 Impaadnq 2 Iaanqdmp 1 Impnq . (90)oped in this paper can also be used to analyze numerical

errors in DNS. Further, these techniques can be used to
If the domain of integration in (89) is infinite for eachstudy more sophisticated numerical schemes than the ones
of the variables P and Q or if the domain has sphericalconsidered here. The analysis with suitable modifications
symmetry, then clearly the result of the integration wouldcan be applied to other simple geometries such as channel
be some combination of the components of k, together withflow. The requirement that the turbulence be isotropic can
some numerical coefficients. Further, the integral Impnq isbe relaxed to simply a requirement of homogeneity in one
symmetric under the following permutations of indicesor more directions.
m } p, n } q, as well as (m, p) } (n, q). The most general
rank four tensor of this kind that can be constructed from

APPENDIX: EVALUATION OF THE INTEGRAL IN the wave vector k is
SECTION 4

Impnq 5 Admpdnq 1 B(dmndpq 1 dpndmq)We will evaluate the integral

1 C Skmkp

k2 dnq 1
knkq

k2 dmpD1 D
kmkpknkq

k4 ,

(91)

Jmpnq(k) ; 8fk2 E F*mp(k9)F*nq(k 2 k9) dk9

where A, B, C, and D are scalar functions of k. It should5
k2

2f
E E E(P)E(Q)

P4Q4 [P2Q2dmpdnq 2 PmPqQ2dnq

(88)
be noted that the form (91) is true only for domains that
have spherical symmetry. For a more general domain (such2 QnQqP2dmp 1 PmPpQnQq]
as a cube) the integral would depend not only on k but

d(P 1 Q 2 k) dP dQ. on some other vector A characterizing the orientation of
the domain. In that case Eq. (91) would no longer be true
and our method of evaluating the integral would not beIt clearly suffices to evaluate
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valid. The method can be modified by including in (91)
I1 5

k2

2f
Ey

0
dP Ef

0
du

(106)
appropriate combinations of A and k but the analysis
would then be considerably more complicated. Let us de-
fine the four integrals I1 5 Iaabb , I2 5 Iabab , I3 5 (kbkc/k2) E(P)E(Ïk2 1 P2 2 2kP cos u)

P2(k2 1 P2 2 2kP cos u)
2fP2 sin u.

Iaabc , and I4 5 (kakbkckd/k4) Iabcd . Then, on contraction
of (91), we have

Let us replace P by the new variable j 5 P/k and u by
h 5 Ï1 1 j 2 2 2j cos u. Then,

9A 1 6B 1 6C 1 D 5 I1 (92)

3A 1 12B 1 2C 1 D 5 I2 (93)
I1 5 k Ey

0
dj Ej11

uj21u
dh

E(kj)E(kh)
jh

. (107)
3A 1 2B 1 4C 1 D 5 I3 (94)

A 1 2B 1 2C 1 D 5 I4 (95) Similarly, one obtains

which on inversion gives
I2 5 k Ey

0
dj Ej11

uj21u
dh E(kj)E(kh)F(1 2 j 2 2 h2)2

4j 3h3 G, (108)

A 5 ahA [7I4 2 10I3 2 2I2 1 5I1] (96)

I3 5 k Ey

0
dj Ej11

uj21u
dh E(kj)E(kh)F(1 2 j 2 2 h2)2

4j 3h G, (109)B 5 ahA [23I4 1 2I3 1 2I2 2 I1] (97)

C 5 ahA [215I4 1 18I3 1 2I2 2 5I1] (98)

I4 5 k Ey

0
dj Ej11

uj21u
dh E(kj)E(kh)Fh1 2 (j 3 2 h2)2j2

16j 3h3 G.D 5 ahA [45I4 2 30I3 2 6I2 1 7I1]. (99)

(110)
On substituting these expressions in (91) we get Impnq

which gives, upon substitution in (90), the expression
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