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ABSTRACT

Previous studies have shown that the Weather Research and Forecasting (WRF) Model often underpredicts
the strength of the Great Plains nocturnal low-level jet (NLLJ), which has implications for weather, climate,
aviation, air quality, and wind energy in the region. During the Lower Atmospheric Boundary Layer Experiment
(LABLE) conducted in 2012, NLLJs were frequently observed at high temporal resolution, allowing for detailed
documentation of their development and evolution throughout the night. Ten LABLE cases with observed
NLLJs were chosen to systematically evaluate the WRF Model’s ability to reproduce the observed NLLJs.
Model runs were performed with 4-, 2-, and 1-km horizontal spacing and with the default stretched vertical grid
and a nonstretched 40-m vertically spaced grid to investigate which grid configurations are optimal for NLLJ
modeling. These tests were conducted using three common boundary layer parameterization schemes: Mellor–
Yamada Nakanishi Niino, Yonsei University, and Quasi-Normal Scale Elimination. It was found that refining
horizontal spacing does not necessarily improve the modeled NLLJ wind. Increasing the number of vertical
levels on a non-stretched grid provides more information about the structure of the NLLJ with some schemes,
but the benefit is limited by computational expense and model stability. Simulations of the NLLJ were found to
be less sensitive to boundary layer parameterization than to grid configuration. The Quasi-Normal Scale
Elimination scheme was chosen for future NLLJ simulation studies.

1. Introduction

The nocturnal low-level jet (NLLJ) is defined as a
maximum in the vertical profile of wind speed occurring
overnight in the lowest kilometer of the atmosphere
(e.g., Stull 2012). Several instances of such wind maxima
have been observed around the world including, but
not limited to, the Koorin jet (e.g., Brook 1985) and
Southerly Buster (e.g., Baines 1980) in Australia and
the Somali jet of East Africa (e.g., Ardanuy 1979). The
Great Plains NLLJ is a common phenomenon in the
United States, is typically southerly, and most often
occurs during the warm months of the year. Bonner’s

(1968) Great Plains NLLJ climatology indicated that the
average height of NLLJ wind maxima was approxi-
mately 800 m above ground level. This estimate was
updated by Whiteman et al. (1997) using data with
better height and time resolution to show that half of
Great Plains NLLJ wind maxima are located below
500 m. Winds in the NLLJ can reach speeds that are 70%
higher than the previous day’s geostrophic wind speed
(Shapiro and Fedorovich 2010).

Great Plains NLLJs are an important meteorologi-
cal phenomenon due to their influence on weather and
climate over a region larger than their immediate in-
fluence (Stensrud 1996). Gulf of Mexico moisture can
be transported northward over the central United States
by NLLJs. This transport has been related to the ob-
served nocturnal maximum in warm-season rainfall
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recorded over the central United States (Markowski and
Richardson 2011). Great Plains NLLJs have also been
cited as providing support for thermodynamic and dy-
namic features important to the initiation of deep con-
vection and severe weather (Pitchford and London 1962;
Bonner 1966; Maddox 1983; Astling et al. 1985; Trier
et al. 2006). More recently, horizontal heterogeneity and
nonstationarity in the structure of the Great Plains
NLLJ itself have been identified as precursors for noc-
turnal convection initiation (Gebauer et al. 2018). The
strong wind shear associated with NLLJs presents a
particular hazard for aviation (National Research
Council 1983). Wind energy is another industry im-
pacted by the Great Plains NLLJ, as the increased winds
can be a boon to energy production or a hazard due to
shear and turbulence impacting wind turbines (e.g.,
Sisterson and Frenzen 1978; Storm et al. 2009). NLLJs
are also of theoretical importance as fluid dynamical
phenomena due to the peculiarity of physical mecha-
nisms associated with their formation including inertial
oscillations (e.g., Blackadar 1957), thermodynamic ef-
fects over sloping terrain (e.g., Holton 1967), buoyancy
effects (e.g., Shapiro and Fedorovich 2009), or some
combination of various effects (e.g., Shapiro et al. 2016),
all of which are difficult to observe or quantify.

Studies of NLLJs with mesoscale models have helped
improve the understanding of these phenomena. In par-
ticular, Zhong et al. (1996) showed that soil moisture
changes impacted jet amplitudes with drier soils leading to
stronger NLLJs. Pan et al. (2004) described the role of
slope-induced horizontal temperature gradients in the for-
mation of the NLLJ. It was shown that the evolving stable
boundary layer (SBL) and embedded NLLJs are generally
not well captured by numerical models. Consistent un-
derestimation of the magnitude and depth of the NLLJ and
minimal sensitivity to planetary boundary layer (PBL) pa-
rameterization schemes was reported by Storm et al. (2009)
in a study using the Weather Research and Forecasting
(WRF; Skamarock et al. 2008) Model on a 4-km horizon-
tally spaced grid with 10 points below 1km. Steeneveld et al.
(2008) found similar effects in their simulations of the NLLJ
using three state-of-the-art mesoscale models. On the other
hand, recent studies have shown improved agreement be-
tween observed and simulated NLLJ features using the
WRF Model (e.g., Vanderwende et al. 2015; Klein et al.
2016). In particular, Mirocha et al. (2016) found the pre-
diction of wind speed near wind turbine height by the WRF
Model to be sensitive to PBL scheme choice, but noted that
the degree of sensitivity was also related to the choice of
other model options such as the grid configuration.

While much progress has been made in recent decades,
simulating the SBL remains difficult. Such difficulties in-
clude the applicability and validity of Monin–Obukov

similarity theory, limited vertical resolution causing issues
with thin surface layers and flux-gradient relationships,
and interactions with mesoscale motions such as gravity
waves and cold air drainage flows (Mahrt 1998). A review
of boundary layer representation in modern weather
models by Holtslag et al. (2013) points toward the com-
plexity of PBL parameterization approaches being further
muddled by differing schools of thought and historical
influences. Current PBL and turbulence parameterization
schemes are often inadequate, especially when applied to
the SBL. These deficiencies are attributed, at least in part,
to insufficient understanding of turbulent exchange pro-
cesses in the SBL (Steeneveld et al. 2008). The literature
suggests that simulations of the SBL and NLLJs can im-
prove when model settings are chosen carefully with the
relevant application in mind. As such, horizontal grid
spacing, vertical grid spacing, and PBL parameterization
approaches should be explored in more detail.

While the use of horizontal grid spacing at or below 1km
is increasingly feasible as computational resources im-
prove, such scales often fall into the so-called terra in-
cognita, where refined spacing can result in unrealistic flow
structures in the daytime boundary layer (Wyngaard 2004;
LeMone et al. 2013; Zhou et al. 2014). Since sensitivities to
horizontal grid spacing are most likely related to partially
resolving the largest eddies in the daytime boundary layer,
such sensitivities may not be as pronounced in the
overnight period when eddies are smaller. However,
the availability of computational resources coupled
with the natural assumption that more grid points add
more information means that the impact of horizontal grid
spacing is still worth testing. Improvements in the vertical
grid resolution may be more important for simulating
NLLJs since sharp gradients are difficult to resolve with
coarser grids (Mirocha et al. 2016). Finally, the optimal
grid configurations may be sensitive to PBL scheme choice.

PBL schemes parameterize the turbulent transport of
momentum, heat, and scalars in the vertical direction
within and beyond the PBL. Different PBL parameter-
ization approaches may produce different characteristic
SBLs and thus have an impact on NLLJ simulations. As
stated before, known deficiencies in the performance of
PBL schemes in the SBL environment can be attributed
to our incomplete knowledge of turbulent exchange pro-
cesses in the SBL (e.g., Salmond and McKendry 2005;
Steeneveld et al. 2008; Fernando and Weil 2010;
Steeneveld 2014). The PBL schemes used in the WRF
Model may be conventionally categorized as local or
nonlocal (e.g., Stull 2012, chapter 6). Local closure
schemes only allow the vertical levels that are in the
immediate vicinity of a particular level to directly im-
pact the variables at that level. Conversely, nonlocal
closure schemes allow for interactions between remote
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vertical levels. Local schemes are often thought to offer
some disadvantage for application to the PBL since local
gradients of meteorological variables are not always
representative of the processes that extend throughout
the entire layer. Nonlocal schemes are generally as-
sumed to better represent the effect of the large turbu-
lent eddies than local schemes, and thus to better
account for deep PBL circulations that are typical under
convective conditions. However, such characterizations
of each closure type may not be relevant for SBLs since
in stable conditions all schemes act as local schemes.
This study aims to address some of the outstanding
challenges described above by performing tests that
include a local transport scheme [Mellor–Yamada–
Nakanishi–Niino (MYNN); Nakanishi and Niino 2009],
a nonlocal transport scheme [Yonsei University (YSU);
Hong et al. 2006], and a scale elimination scheme
[Quasi-Normal Scale Elimination (QNSE); Sukoriansky
et al. 2005], which acts locally.

Our study is motivated by initial experimental findings
from the Plains Elevated Convection at Night (PECAN;
Geerts et al. 2017) experiment, which indicate that the
spatial evolution of the NLLJ throughout the PECAN
domain may be important for modulating the turbu-
lence and thermal structure in the boundary layer (e.g.,
Gebauer et al. 2018). Sudden local changes in stability and
turbulent mixing may be primarily triggered by veering
and advection of the NLLJ from west to east (Smith et al.
2018). Combining the sparse observations of NLLJs col-
lected during PECAN with numerical model output is
critical for investigating these effects in more detail. Our
objective was thus to find an optimal WRF Model con-
figuration for simulating NLLJs in the Great Plains. For
this model evaluation study, we focused on selected cases
from the Lower Atmospheric Boundary Layer Experi-
ment (LABLE) campaign. LABLE took place at the
Southern Great Plains (SGP) site of the Department of
Energy Atmospheric Radiation Measurement (ARM)
Program in Lamont, Oklahoma, during the autumn of
2012 and the summer of 2013 to investigate the dynamic,
thermal, and turbulence characteristics in the atmospheric
boundary layer (Klein et al. 2015). LABLE datasets pro-
vided detailed continuous observations that captured the
NLLJ evolution throughout the entire night, while PE-
CAN NLLJ observations were limited to only four nights,
and often ended before the early morning transition im-
pacted the NLLJ. To find an optimal configuration in
which to run the WRF Model for NLLJ studies, we chose
10 LABLE cases during which NLLJs were observed.
These 10 cases were classified following Bonin (2015) and
Bonin et al. (2018, manuscript submitted to Bound.-Layer
Meteor.) as either strongly or weakly turbulent NLLJs.
Two example cases (one weakly and one strongly turbulent

NLLJ) and model setup are described first in the sub-
sequent sections. These two cases are then used to explore
the sensitivity of the model to horizontal grid spacing,
vertical grid spacing, and PBL scheme. After detailed re-
sults are shown for the two selected cases, the results are
verified using the 10-case dataset. Conclusions are pre-
sented in the final section.

2. LABLE cases

Ten LABLE cases of observed NLLJs were considered
in this study. While more cases would have been desirable,
we choose to retain only these 10 cases as they were not
directly impacted by boundaries or other mesoscale fea-
tures and to prevent any complications from including
different seasons or locations in the analysis. Figure 1 shows
the maximum 10-case mean normalized NLLJ magnitude
in the lowest 1km at three different times from North
American Mesoscale Forecast System (NAM) analysis
data. For these cases, the LABLE observation site was
located within the core region of the NLLJ. Among many
other instruments, LABLE deployed a Doppler lidar and
an Atmospheric Emitted Radiance Interferometer (AERI)
to observe temperature and wind profiles. Conical Doppler
lidar scans occurred every 15min using 18-m range gates
and a 708 scan elevation. Velocity azimuthal display anal-
ysis permitted retrieval of the horizontal wind from these
data. Between other scans, the Doppler lidar collected
continuous vertical stare data to measure vertical velocity.
The AERI observations allowed for retrieval of vertical
thermodynamic profiles with 5-min temporal resolution
(Turner and Löhnert 2014). More details on the instrument
operations during LABLE can be found in Klein et al.
(2015). For reference, the local time at the observation site
was central daylight time (CDT; UTC 2 5h). These ob-
servations provide high-resolution information about
NLLJs throughout the night, which allows evaluation of
model representation of processes relevant to NLLJs
(NLLJ magnitude, NLLJ evolution, SBL structure, etc.). In
analyses completed by Bonin (2015) and Bonin et al. (2018,
manuscript submitted to Bound.-Layer Meteor.), LABLE
NLLJs were classified based on the observed near-surface
turbulence, which was quantified in terms of the vertical
velocity variance sw retrieved from the vertical stare
Doppler lidar data. The turbulence regime is defined by the
mean measured value of sw below 100m (sw100m). It is
important to note that the lowest usable range gate is near
63m, so the effective mean is from 63 to 100m. Bonin
et al. (2015) and Bonin et al. (2018, manuscript submitted
to Bound.-Layer Meteor.) identified a threshold of
sw100m 5 0.2 m s21, above which a weakly stable bound-
ary layer existed and below which a very stable boundary
layer existed. Bonin (2015) and Bonin et al. (2018,
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manuscript submitted to Bound.-Layer Meteor.) then
used the nighttime (0200–1200 UTC) mean sw100m to cat-
egorize NLLJs as weakly turbulent (sw100m , 0.2ms21) or
strongly turbulent (sw100m . 0.2ms21). The 10 LABLE
cases and their classifications are shown in Table 1.
Six cases were classified as strongly turbulent while
four cases were classified as weakly turbulent.1

In addition to the difference in near-surface turbulence,
Bonin (2015) and Bonin et al. (2018, manuscript submitted
to Bound.-Layer Meteor.) found that weakly and strongly
turbulent NLLJs have other defining features. Weakly
turbulent NLLJs generally form under more weakly syn-
optic forced conditions, with shortwave troughs at 850 hPa
often positioned a few hundred kilometers west, and do
not form until a strong surface-based inversion forms.
Strongly turbulent NLLJs often form with large-scale
500-hPa troughs over the west coast of the United States.
The strong large-scale synoptic forcing and associated
southerly winds are present before sunset preventing
strong surface-based inversions from forming. Further-
more, the large-scale troughs propagate more slowly than
shortwaves and can thus result in several consecutive
nights of strongly turbulent NLLJs. The NLLJ height and
maximum wind speed also evolve differently for strongly
and weakly turbulent cases. Strongly turbulent NLLJs
have a relatively constant height and reach a maximum
magnitude by about 0500 UTC. On the other hand,
weakly turbulent NLLJs tend to follow isentropic surfaces
with the height changing in time and slowly strengthen

TABLE 1. Ten LABLE cases classified on the basis of Bonin (2015)
and Bonin et al. (2018, manuscript submitted to Bound.-Layer Meteor.).
The case marked by an asterisk was classified using data from the ARM
Doppler lidar rather than the OU Doppler lidar (see the footnote
in section 2).

Date sw100m (m2 s22) Classification

9 Oct 2012 0.10 Weakly turbulent
13 Oct 2012 0.27 Strongly turbulent
15 Oct 2012 0.01* Weakly turbulent
16 Oct 2012 0.47 Strongly turbulent
21 Oct 2012 0.07 Weakly turbulent
22 Oct 2012 0.52 Strongly turbulent
23 Oct 2012 0.47 Strongly turbulent
24 Oct 2012 0.54 Strongly turbulent
8 Nov 2012 0.07 Weakly turbulent
9 Nov 2012 0.50 Strongly turbulent

FIG. 1. Color fill shows the maximum mean normalized NAM
analysis NLLJ magnitude in the lowest 1 km for all 10 cases at three
times, where a value of 1 indicates the maximum wind speed. The
solid orange box shows the 1024 km 3 1024 km simulation domain,
and the dashed orange box shows the 256 km 3 256 km simulation
domain. The star marks the location of the ARM-SGP site where
LABLE observations were collected.

1 The case on 15 Oct 2012 was classified using data from the
ARM Doppler lidar rather than the University of Oklahoma (OU)
Doppler lidar because the OU Doppler lidar data were too noisy.
The ARM Doppler lidar range gate was longer and thus averages
out smaller scales of turbulence, resulting in lower sw100m values
than those from the OU Doppler lidar. However, this value is so
small that misclassification is unlikely.
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throughout the night reaching a maximum shortly before
sunrise. More details about strongly and weakly turbulent
NLLJs are available in Bonin (2015) and Bonin et al.
(2018, manuscript submitted to Bound.-Layer Meteor.).

The NLLJ that formed on 9 October 2012 was classified
as weakly turbulent. At 0000 UTC 9 October 2012, a
surface low pressure system was positioned in the northern
United States over northern Minnesota connected to
a 500-hPa trough. An associated cold front draped south-
west through the center of Nebraska. Near the observation
site, 700- and 500-hPa flows were approximately zonal. A
shortwave trough was located at 850hPa over eastern New
Mexico and Colorado. As the shortwave trough propagated
east during the overnight hours, a secondary low pressure
formed in western Kansas by 1200 UTC. The approaching
trough and surface low increased the pressure gradient force
and resulted in stronger synoptic-scale forcing overnight at

the observation site. The observed wind speed is shown
in Fig. 2a and observed potential temperature is shown
in Fig. 2c. The NLLJ strengthened throughout the night
until about 1000 UTC, while stability increased at the
levels where the NLLJ formed. The core region of the
NLLJ (the region where wind speed is at least 90% of
the maximum value, shown by the thin black lines in
Figs. 2a,c) became narrower with time. The height of
the NLLJ also tended to follow isentropic surfaces
through the night, with the height of the NLLJ in-
creasing as the inversion grew deeper.

On 24 October 2012, a strongly turbulent NLLJ
formed. This night was the third night of consecutive
strongly turbulent NLLJs associated with a large-scale
500-hPa trough over the western United States. A closed
low propagated from northeastern Colorado to western
Kansas between 0000 and 1200 UTC as a cold front

FIG. 2. Time–height cross sections of observed and YSU4kmDef WRF simulated data for (left) 9 and (right) 24 Oct 2012: (a),(e)
observed and (b),(f) simulated wind speeds are shown together with (c),(g) observed and (d),(h) simulated potential temperatures. The heavy
solid black and dashed white lines show the height of the observed and simulated NLLJ maximum, respectively, and the lighter solid
black and dashed white lines encompass the region in which the observed and simulated wind speed, respectively, is at least 90% of the
NLLJ maximum wind speed. Local time at the observation site was CDT (UTC 2 5 h).
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moved south into northwestern Kansas. The observed
wind speed is shown in Fig. 2e, and observed potential
temperature is shown in Fig. 2g. The NLLJ formed early
in the period, strengthened until it reached a maximum
just before 0400 UTC, and stayed at or near that mag-
nitude until about 1000 UTC when the NLLJ began to
weaken. The height of the NLLJ remained fairly con-
stant through the night, but the core region (thin black
lines in Figs. 2e,g) of the NLLJ did get narrower after the
NLLJ reached maximum magnitude.

These two cases were selected as examples of a weakly
and a strongly turbulent NLLJ for which model evalu-
ation will be presented in detail. Once the results based
on these two cases are described in detail, the model
evaluation study is expanded using the results of the full
10-case dataset.

3. Model setup

In this study, the WRF Model (WRF-ARW, version
3.8.1) was applied to study the Great Plains NLLJ. The

model domain was centered over the ARM-SGP site
in Lamont, Oklahoma. The ARM-SGP site and the
1024 km 3 1024 km and 256 km 3 256 km model do-
mains are shown in Fig. 1. Numerical experiments were
run for the 10 LABLE cases presented in Table 1. De-
tailed descriptions of the model experiments are pre-
sented for the cases observed on 9 October 2012, a
weakly turbulent NLLJ, and 24 October 2012, a strongly
turbulent NLLJ (Figs. 2–4).

Each simulation was run for a 24-h period starting at
1200 UTC on the day preceding the NLLJ. The first 12 h
of each simulation were used to accommodate model
spinup effects. Simulations with additional spinup time
were tested, but differences were found to be negligible
beyond 12 h. The WRF Model was initialized using re-
analysis data from the NAM with 12-km grid spacing.
These NAM data were also used to generate lateral
boundary conditions for the model every 6 h. While
previous studies included land surface model physics
in sensitivity tests (e.g., Mirocha et al. 2016), impacts
of degraded land surface representation are likely

FIG. 3. As in Fig. 2, but the WRF simulation used the MYNN4kmDef configuration.
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minimized during nighttime conditions due to decou-
pling from the surface (Mahrt 1999). It is important to
note that the WRF Model is a limited area model, al-
lowing the initial and boundary conditions to reflect the
larger-scale conditions. Model settings are summarized
in Table 2. Only the PBL parameterization and associ-
ated surface layer (SL) scheme, vertical grid spacing,
horizontal grid spacing, and horizontal grid expanse
were varied in this study.

The default vertical grid in the WRF Model employs
41 terrain-following normalized pressure levels, the so-
called eta levels. These levels are stretched vertically in
such a manner that the grid spacing increases with dis-
tance from the surface. For this study, the default vertical
grid was chosen using ‘‘out-of-the-box’’ settings making
as few changes to the input settings of the model as
possible. In the simulations with the default grid config-
uration, the WRF stretching algorithm produced 10
vertical levels located within the lowest 2 km, as shown in
the leftmost panel of Fig. 5. The first model level was

located approximately 30 m above the ground and the
model top was near 16 km. This default vertical grid is
intended to act as a control configuration against which
adjustments to the vertical grid spacing can be compared.

FIG. 4. As in Fig. 2, but the WRF simulation used the QNSE4kmDef configuration.

TABLE 2. WRF Model physics options used in this study.

Setting Choice

Land surface model Noah land surface model (Tewari et al.
2004)

Microphysics WRF single-moment five-class scheme
(Hong et al. 2004)

Shortwave radiation Fifth-generation Penn. State–NCAR
Mesoscale Model (MM5) shortwave
radiation scheme (Dudhia 1989)

Longwave radiation Rapid Radiative Transfer Model (Mlawer
et al. 1997)

Horizontal diffusion Horizontal deformation first-order
closure scheme (Smagorinsky 1963)

PBL/SL YSU PBL/revised MM5 Monin–Obukhov
SL; MYNN PBL/MYNN SL; QNSE
PBL/QNSE SL
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As discussed in section 1, three PBL schemes were
evaluated for their ability to reproduce NLLJs: a local
scheme (MYNN), a nonlocal scheme (YSU), and a
scale-elimination scheme (QNSE), which can be classi-
fied as local. The MYNN level-2.5 parameterization is a
scheme with a prognostic turbulence kinetic energy
(TKE) equation and parameterized equations for tur-
bulent variances/fluxes. Through the use of various
length scales, MYNN induces extra mixing to account
for the poor local approximation of fluxes based on eddy
diffusivity. The YSU scheme is based on a first-order
turbulence model that directly specifies the eddy diffu-
sivity and explicitly treats turbulent entrainment, which
is particularly important for convective conditions. Last,
QNSE is a local closure with a prognostic TKE equation.
The scheme uses the scale elimination approach to ap-
proximate exchange by interacting turbulent eddies, and
was designed specifically for the SBL. The scale elimi-
nation approach uses successive averaging over small
intervals of the turbulence spectrum providing expres-
sions for turbulent viscosity and diffusivity as functions
of local Richardson number.

WRF Model output was saved in the same time in-
crements as Doppler lidar observations (i.e., every
15 min) to facilitate comparisons between the two. The
first two range gates of the lidar were removed along
with any other suspicious data after applying a signal-to-
noise ratio filter to the data. AERI observations were
interpolated to the same 15-min temporal resolution as
Doppler lidar and WRF data. WRF Model data were
extracted from the four grid cells nearest to the obser-
vational site and then spatially averaged in order to
facilitate a comparison of the simulated and observed
data. This method was chosen since the WRF Model
uses a staggered grid. Averaging the four nearest boxes
provides a way to include effects from each cell and to

account for any small translation errors. Additionally,
for the computation of performance metrics, the data
were vertically interpolated to match the lidar levels.
Performance metric comparisons between observations
and simulations were limited to the lowest 800 m. The
lidar data are not as trustworthy above this level and are
often removed by data quality filters as lidar returns are
dependent on aerosol load.

The investigated performance metrics include nor-
malized bias,

biasN 5

1
N �

N

i51
ðUWRFi

2 Ulidari
Þ

0:5ðUWRF 1 U lidarÞ
, (1)

normalized mean absolute error,

MAEN 5

1
N �

N

i51
jUWRFi

2 Ulidari
j

ðUWRF 1 U lidarÞ
, (2)

and normalized centered root-mean-square error,

CRMSEN

5

�
1
N �

N

i51
½ðUWRFi

2 UWRFÞ2ðUlidari
2 UlidarÞ�

2� 1/2

ðsWRFslidarÞ
1/2 ,

(3)

where index i loops over N, the number of points in the
time/height domain, UWRF and Ulidar refer to the WRF-
simulated and lidar-observed wind speed, respectively,
and overbars denote mean quantities. Standard de-
viations are represented by s. ‘‘Bias’’ shows, on average,
whether the WRF Model over or underestimates wind
speed compared with observations, MAE represents
the average difference between the WRF Model solu-
tions and lidar data, and CRMSE describes the random
component of the error since the mean bias has been
removed. To facilitate comparison between cases, each
metric is shown as a normalized quantity. The normali-
zation method employed here is similar to that in Chang
and Hanna (2004). To summarize the performance
metrics, the mean metric (MM) is defined as

MM 5
biasN 1 MAEN 1 CRMSEN

3
. (4)

Performance metric data for the 9 and 24 October 2012
cases are visualized in Fig. 6, with each value presented
in Tables 3 and 4.

FIG. 5. The vertical spacing below 2 km for (left) default vertical
spacing and (right) 40-m vertical spacing.
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The model configurations are labeled as PBL DhDz,
where PBL indicates the PBL scheme (MYNN, YSU, or
QNSE), Dh indicates the horizontal spacing (1, 2, or
4 km), and Dz indicates the vertical grid spacing [40 m
or default (Def)]. For instance, a model run using the
YSU PBL scheme with Dh 5 1 km and the default
stretched vertical grid is labeled YSU1kmDef.

4. Results

First, observations of wind speed and potential tem-
perature for the two selected LABLE cases were com-
pared with WRF simulations using 4-km horizontal
spacing, the default stretched vertical grid, and varying
PBL schemes (Figs. 2, 3, and 4). These WRF simulations
represent the expected simulation of the NLLJ and SBL
from a typical mesoscale model with a standard grid
configuration like those found in previous studies.
While a NLLJ is predicted with all three PBL schemes,
details of SBL and NLLJ evolution are generally not
well captured, and the magnitude and depth of the NLLJ
are poorly represented as compared with the observa-
tions. Similar results hold across all 10 LABLE cases

shown in Fig. 7. Runs using 4-km horizontal spacing and
the default vertical grid tended to underestimate the
wind speed maxima and evolved much more smoothly,
missing sudden increases and decreases in the NLLJ
maximum wind speed. With this standard grid configu-
ration, no single PBL scheme can be qualified as the best
to use for simulating the NLLJ. All schemes struggle
more with the late forming weakly turbulent NLLJ
on 9 October 2012 than with the strongly turbulent
NLLJ on 24 October 2012. Tests conducted in our study
have been designed to examine changes to this baseline
configuration that would be beneficial for simulating the
NLLJ and to find out if associated improvements are
consistent for each PBL scheme. The overarching goal
was to identify a suitable WRF Model configuration for
NLLJ research applications.

a. Horizontal grid spacing

Simulations were conducted on numerical grids of
size 256 3 256 3 41 with 1-, 2-, and 4-km horizontal
spacing in order to test the sensitivity of model results to
horizontal resolution. Runs were conducted for each
SL–PBL combination described in section 3. First, our

FIG. 6. Bar plots show the values of (top left) biasN (displayed as an absolute value), (top right) MAEN, and (bottom left) CRMSEN for 9 and
24 October 2012. Also shown is (bottom right) MM for both cases for each grid configuration. Lower values indicate better performance.
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discussion focuses on results from runs using the
YSU scheme.

For the weakly turbulent 9 October 2012 case, the
YSU4kmDef (Fig. 8d) configuration underestimated
the magnitude of the NLLJ as mentioned previously, but

the temporal evolution of the wind field overnight re-
sembled the observed evolution. Errors were most ob-
vious in the NLLJ core region. The YSU2kmDef
(Fig. 8c) configuration resulted in a simulated wind field
that was less representative of the observations than the

TABLE 3. Performance evaluation for each WRF Model configuration is presented for 9 Oct 2012, where Dh (km) is horizontal grid
spacing, npts is the number of grid points in the horizontal model domain, Dz (m) is vertical grid spacing, biasN is the normalized mean
error, MAEN is normalized mean absolute error, and CRMSEN is normalized centered root-mean-square error. For vertical grid spacing,
‘‘default’’ refers to the traditional stretched vertical grid used in the WRF Model.

PBL scheme Dh (npts) Dz (npts) BiasN MAEN CRMSEN

YSU 1 (2562) Default (41) 20.16 0.17 0.04
1 (2562, nest) Default (41) 20.06 0.09 0.03
1 (10242) Default (41) 20.06 0.09 0.03
2 (2562) Default (41) 20.12 0.14 0.05
4 (2562) Default (41) 20.07 0.09 0.03
4 (2562, low model top) 40 (101) 20.10 0.11 0.04
4 (2562, high model top) 40 (126) 20.07 0.10 0.03

MYNN 1 (2562) Default (41) 20.15 0.17 0.04
1 (2562, nest) Default (41) 20.03 0.07 0.03
1 (10242) Default (41) 20.02 0.07 0.03
2 (2562) Default (41) 20.10 0.13 0.04
4 (2562) Default (41) 20.03 0.07 0.03
4 (2562, low model top) 40 (101) 20.59 0.59 0.10
4 (2562, high model top) 40 (126) 20.03 0.09 0.03

QNSE 1 (2562) Default (41) 20.15 0.15 0.03
1 (2562, nest) Default (41) 20.02 0.08 0.03
1 (10242) Default (41) 20.02 0.08 0.03
2 (2562) Default (41) 20.10 0.14 0.04
4 (2562) Default (41) 20.03 0.08 0.03
4 (2562, low model top) 40 (101) 20.02 0.08 0.03
4 (2562, high model top) 40 (126) 20.01 0.08 0.03

TABLE 4. As in Table 3, but for 24 Oct 2012.

PBL scheme Dh (npts) Dz (npts) BiasN MAEN CRMSEN

YSU 1 (2562) Default (41) 20.11 0.12 0.03
1 (2562, nest) Default (41) 20.11 0.12 0.02
1 (10242) Default (41) 20.11 0.12 0.02
2 (2562) Default (41) 20.13 0.14 0.03
4 (2562) Default (41) 20.11 0.12 0.02
4 (2562, low model top) 40 (101) 20.06 0.11 0.03
4 (2562, high model top) 40 (126) 20.08 0.09 0.02

MYNN 1 (2562) Default (41) 20.08 0.11 0.03
1 (2562, nest) Default (41) 20.05 0.11 0.04
1 (10242) Default (41) 20.06 0.11 0.04
2 (2562) Default (41) 20.07 0.11 0.04
4 (2562) Default (41) 20.05 0.11 0.04
4 (2562, low model top) 40 (101) 20.71 0.71 0.06
4 (2562, high model top) 40 (126) 20.01 0.11 0.04

QNSE 1 (2562) Default (41) 20.10 0.11 0.02
1 (2562, nest) Default (41) 20.10 0.11 0.02
1 (10242) Default (41) 20.11 0.11 0.02
2 (2562) Default (41) 20.11 0.12 0.02
4 (2562) Default (41) 20.10 0.11 0.02
4 (2562, low model top) 40 (101) 20.04 0.09 0.03
4 (2562, high model top) 40 (126) 20.07 0.09 0.02
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simulation with 4-km horizontal spacing. The magnitude
and structure of the NLLJ were poorly captured, and
there was little detail provided about the temporal
evolution of the wind field. Last, the YSU1kmDef
(Fig. 8b) configuration captured the timing of the NLLJ,
but failed to predict a NLLJ with structure and magni-
tude comparable to the observed NLLJ. The predicted
height of the NLLJ maximum also appeared too low
compared with the observations. Simulations with 4-km
spacing generally predicted the magnitude of the NLLJ
better than the simulations with 1- or 2-km spacing, but
large errors were still observed in the core region. The
biasN and MAEN values in Table 3 and Fig. 6 agree with
this analysis since each value decreases as horizontal
spacing increases.

For the strongly turbulent 24 October 2012 case, the
YSU4kmDef (Fig. 8h) configuration predicted a NLLJ
that is visually most similar to observations. The NLLJ
magnitude was still underestimated, but the jet was gen-
erally stronger, and its temporal evolution was better
captured than in the YSU1kmDef or YSU2kmDef sim-
ulations. The performance metrics were slightly improved
compared with metrics of other considered configurations
(Table 4 and Fig. 6). The YSU2kmDef (Fig. 8g) run of-
fered some information about temporal evolution by
depicting a slight descent of the jet at 0700 UTC and re-
alistic flow structure early in the simulation window.
However, it is clear that the jet strength was still under-
estimated, which is especially true for the region around

the jet maximum. Increased values of biasN, MAEN, and
CRMSEN (Table 4 and Fig. 6) suggested a degradation of
the YSU2kmDef modeled jet as compared with the
YSU4kmDef run. The YSU1kmDef (Fig. 8f) configura-
tion generally captured the timing and vertical extent of
the jet. However, the model failed to reproduce the slow
descent and subsequent ascent of the jet between 0700
and 0900 UTC. In addition, the YSU1kmDef configura-
tion delayed the erosion and lifting of the jet. Metrics
in Table 4 and Fig. 6 show that the YSU1kmDef run
was slightly improved over the YSU2kmDef, but the
YSU4kmDef run still fared the best.

Each simulation discussed in the previous tests of
horizontal spacing used numerical meshes with 256 3
256 points in the horizontal. Accordingly, the mesh with
1-km horizontal grid spacing spanned a 256-km region
(dashed box shown in Fig. 1), while the mesh with 4-km
horizontal grid spacing covered a 1024-km domain (solid
box shown in Fig. 1). It is possible to suppose that al-
lowing flow features more space to develop within the
model domain may improve the performance of the
simulations with 1-km horizontal grid spacing. To in-
vestigate whether the mesh size, and thus also the
proximity of the interior grid cells to the boundaries, had
an impact on the modeled NLLJ, results of model runs
in two domains with a horizontal expanse of 1024 km
were compared: in the domain of size 256 3 256 using
4-km horizontal grid spacing, and in the domain of
size 1024 3 1024 with 1-km horizontal grid spacing.

FIG. 7. NLLJ wind speed maxima plotted in time for the (top) strongly turbulent and (bottom) weakly turbulent NLLJ cases listed in
Table 1. Black dashed lines show the observed wind speed maxima. Gray lines show NLLJ wind speed maxima from simulations using
4-km horizontal spacing and the default vertically stretched grid. Blue lines show NLLJ wind speed maxima from simulations using 4-km
horizontal spacing and the 40-m nonstretched vertical grid (with a high model top). Each column shows simulations using a different
PBL scheme.
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The use of one-way nesting was also investigated. As
stated previously, data from the 12-km NAM provided
boundary conditions to the WRF Model every 6 h. This
means that the 12-km NAM reanalysis data used for
setting the initial and boundary conditions were down-
scaled differently to match the 4-km grid than they were
to match the 1-km grid. To evaluate the impact that
this downscaling difference had on the resulting wind
fields, a grid with 1-km horizontal spacing was nested
within a grid with 4-km spacing. Thus, the boundaries of
the 256 3 256 grid with 1-km horizontal spacing (dashed
box shown in Fig. 1) were driven by 4-km spaced data
rather than 12-km spaced data.

Results for the 9 October 2012 case (see Table 3 and
Fig. 6) indicate that the 1-km 1024-point simulation
performed comparably with the model runs using the
4-km 256-point domain and offered some improvement

over the 1-km, 256-point domain. For example, bars
depicting biasN in Fig. 6 show a modest difference be-
tween the 1-km 1024-point simulation and the 4-km
256-point simulation, but a much larger difference
exists between the 1-km 256-point domain and the
1-km 1024-point domain. This implies that choosing an
appropriate horizontal grid size and considering a lo-
cation’s proximity to the simulation domain bound-
aries can be just as important as selecting an appropriate
horizontal grid spacing when reproducing the NLLJ over
U.S. Great Plains. However, results for the 24 October
2012 case (see Table 4 and Fig. 6) did not necessarily
agree with the above conclusion. In this case, the 1-km
1024-point, 4-km 256-point, and 1-km 256-point simula-
tions all performed similarly. For both cases, the 1-km
256-point nested domain performed similarly to the 1-km
1024-point and 4-km 256-point domains. In summary, any

FIG. 8. Time–height cross sections of observed and WRF simulated data from (left) 9 Oct 2012 and (right) 24 Oct 2012 for (a),(e)
observed wind speed and simulations with (b),(f) 1-, (c),(g) 2-, and (d),(h) 4-km horizontal spacing, all using the default stretched
vertical grid and the YSU PBL scheme. Heavy solid black and dashed white lines show the height of the observed and simulated
NLLJ maximum, respectively. Lighter solid black and dashed white lines encompass the region in which the observed or simulated
wind speed, respectively, is at least 90% of the NLLJ maximum wind speed.
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possible advantages of using 1-km spacing on the
256-point domain without nesting was likely washed out
by the relatively coarse representation of the NLLJ from
the 12-km NAM lateral boundary conditions. In this
study, using 1-km spacing in the NLLJ only (i.e., the
1-km 256-point simulations) and using 1-km spacing in
the NLLJ and in the surrounding region (i.e., the 1-km
1024-point simulations) to represent additional features
that could influence the jet had similarly small impacts
on the considered performance metrics. The differences
between the simulations using 1-km and 4-km horizontal
grid spacing did not justify the 16-fold increase in com-
putational burden associated with the finer-resolution
simulation, and did not motivate further study of larger
nested domains. While we could envision additional
tests of grid extent and nesting applications, we felt that
investigating vertical grid spacing would be generally
more important for our study’s objectives.

Comparison with observations clearly indicates that
the model underestimated the magnitude of the NLLJ
using the default vertical grid with any horizontal spac-
ing. This underestimation was confirmed by the negative
biasN values presented in Tables 3 and 4. In both cases,
the underestimation was particularly large within the
core of the jet. The model produced a NLLJ that is too
diffuse in the vertical direction compared to the ob-
served jet. Tests showed that the increase in computa-
tional costs associated with the 1-km spacing apparently
offers no direct benefit over the 4-km configurations.
While specific details of model solutions differed among
configurations with differing PBL schemes, the results
were overall similar (see Tables 3 and 4 and Fig. 6). This
finding is consistent with results from previous studies,
especially those conducted over the terrain representa-
tive of the Great Plains. Gibbs et al. (2011) found that
model runs employing 4-km horizontal grid spacing
produced near-surface turbulent flow parameters that
were as accurate, if not more so, than those conducted
using a grid with 1-km spacing. Kain et al. (2008),
Schwartz et al. (2009), and Clark et al. (2012) all found
that the finer details in convection forecasts produced
by a WRF Model run with 2-km horizontal grid spacing
did not add enough value over the forecasts provided by
the 4-km configuration to justify the increased compu-
tational burden. Similar results were found in evalua-
tions using object-based evaluation methods (Johnson
et al. 2013).

b. Vertical grid spacing

Given the strong vertical gradients shown in LABLE
observations and their absence in simulations shown
in Fig. 8, it is reasonable to hypothesize that adding
additional vertical levels might improve the modeled

NLLJ. This hypothesis was tested by comparing results
obtained with the WRF Model default vertical grid to
those obtained using quasi-constant vertical spacing of
40 m. The 40-m constantly spaced vertical grid was
constructed using the hypsometric equation. Initially,
the 40-m grid in our case had 101 vertical levels with the
first model level at 20 m and the model top near 4 km.
Employing such a grid constrained the vertical extent of
the model domain, but the NLLJ exists within this por-
tion of the atmosphere, and these cases did not include
persistent strong vertical motions, so the initial and
boundary conditions were relied upon to represent
the larger scale conditions. These simulations will be
called low model-top simulations. For all grids, a
Rayleigh damping layer was applied in the top 600 m
of the domain. The construction of the quasi-constant
vertical grid and the damping option are similar to the
approach described in Mirocha et al. (2014). Levels
for both vertical grids in the lowest 2 km of the model
domain are illustrated in Fig. 5. We initially focus on
the runs with the YSU PBL parameterization scheme
(Fig. 9).

As mentioned in section 4a, a consistent underestima-
tion of NLLJ magnitude was observed when applying the
default vertically stretched grid for both considered nights.
This underestimation was most prevalent in the core of the
jet. Simulations with the default WRF grid can therefore
miss important features of the temporal evolution and
structure of the NLLJ. For both cases, the noted un-
derestimation in YSU4kmDef was still present in the
YSU4km40m simulations with a low model top (Figs. 9c,
g), but the structure and temporal evolution of the jet were
both improved. However, the YSU4km40m runs with a
low model top overpredicted wind speed below the height
of the observed NLLJ maximum, which is likely caused by
spatial errors in the predicted and observed NLLJ height
and depth. The appearance of the wind field was notably
improved by better representation of the jet core and
changes to its structure in time. For 9 October 2012, the
WRF Model predicted lower values for the height of the
NLLJ maximum early on and after 0700 UTC. Addition-
ally, the model struggled to reproduce the narrow jet core,
but simulations with finer vertical spacing and a low model
top still showed some improvement in this regard. For
24 October 2012, the depth of the NLLJ was well pre-
dicted, but the NLLJ maximum was again positioned too
high early on and after 0900 UTC, when the runs with finer
vertical spacing and a low model top failed to reproduce
the lifting of the jet. In both cases, the finer vertical grid
spacing allowed for the temporal evolution of the height
and magnitude of the NLLJ to be more representative of
the observed evolution. Indeed, the overall performance
for the strongly turbulent NLLJ on 24 October 2012 was
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generally improved with biasN and MAEN values de-
creasing for the YSU4km40m runs with a low model top as
compared with the YSU4kmDef run (see Table 4 and
Fig. 6). CRMSEN increased slightly. The same cannot
be said for the weakly turbulent case on 9 October 2012,
with metrics either increasing or not changing for the
YSU4km40m runs with a low model top as compared
with the YSU4kmDef run. However, MM values in-
cluding both cases for the YSU4km40m runs with a low
model top were similar to those of the YSU4kmDef
runs. The 40-m spaced vertical grid offered some im-
provement of jet prediction over the default stretched
grid based on both the visual comparison of the simu-
lated and observed NLLJ wind fields and the more ob-
jective performance metric evaluation.

Mesoscale simulations of the NLLJ with a typical
default vertical grid configuration showed weak sensi-
tivity to the choice of PBL scheme. Since it has been
shown that a 4-km horizontally spaced grid with finer

constant vertical spacing offers improvement to the
simulated NLLJ, sensitivity to the three PBL param-
eterization schemes discussed in section 3 was revisited
with this grid configuration (i.e., 4-km horizontal
spacing and 40-m vertical spacing with a low model
top). Simulated wind speeds are shown in Fig. 10, and
simulated potential temperature data are shown in
Fig. 11.

For both dates, it is immediately clear that the
MYNN4km40m runs with a low model top (Figs. 10c,g)
did not develop a valid NLLJ, with the modeled jet
being diffused vertically through the entire boundary
layer. Corresponding potential temperature fields from
the MYNN4km40m simulations with a low model top
(Figs. 11c,d) were similarly mixed throughout the
boundary layer. We ran the MYNN scheme within three
previous versions of the WRF Model to confirm this
behavior for grid configurations with a low model top. In
each version and for both cases, the MYNN scheme

FIG. 9. As in Fig. 8, but WRF simulations are shown with (b),(f) the default stretched vertical grid, (c),(g) 40-m vertical spacing with
a low model top, and (d),(h) 40-m vertical spacing with a high model top. All simulations shown use 4-km horizontal spacing and the YSU
PBL scheme.
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produced results similar to those shown in Figs. 10c,g
and 11c,g for the 40-m vertically spaced grid with a low
model top (see Tables 3 and 4 and Fig. 6). Similar be-
havior of the MYNN scheme was noted in Olson and
Brown (2012) and Jahn et al. (2014). In the latter paper,
the authors suggested that the LES-derived closure
constants in the scheme may be unsuitable for some
conditions. We hypothesize that the MYNN scheme
may be especially sensitive to the grid configuration
when determining the mixing lengths prescribed in
the scheme.

The unrealistic behavior of the MYNN4km40m simu-
lations with a low model top motivated us to test the
importance of the model-top height to the resulting wind
field. A new vertical grid was constructed by blending the
40-m grid with 101 vertical levels with the default grid
above 4 km. The resulting grid consisted of 126 vertical
levels and brought the model top to about 16 km to match
the height of the default grid. These simulations will be

called high model-top simulations. The wind fields for
the YSU4km40m configuration with a high model top
are shown in Figs. 9d and 9h. In comparison with the
YSU4km40m configuration with a low model top
(Figs. 9c,g), the increased model-top height had a weak
impact on the wind field. Figures 12 and 13 show the
wind speed and potential temperature fields from
simulations using the higher model top and all three
PBL schemes. Impacts on simulations using the MYNN
scheme were large. The performance metrics shown in
Fig. 6 confirm that the impact of the higher model top is
small for runs using YSU or QNSE but large for sim-
ulations using the MYNN scheme. The improvement of
simulations using the MYNN scheme when increasing
the model top suggests a sensitivity in the scheme
that is not present in the other evaluated schemes. The
sensitivity of the MYNN scheme to model-top height
cannot be readily explained in physical terms at
this point.

FIG. 10. As in Fig. 8, but WRF simulations are shown with the (b),(f) YSU, (c),(g) MYNN, and (d),(h) QNSE PBL schemes. All simu-
lations shown use 4-km horizontal spacing and 40-m vertical spacing with a low model top.

OCTOBER 2018 S M I T H E T A L . 2389



The previous analysis showed that the YSU4km40m
configurations with either model top (Figs. 10b,f and
12b,f) yielded a NLLJ with realistic temporal evolution
and vertical structure for both cases, despite an ap-
parent underestimation of the NLLJ magnitude. The
MYNN4km40m simulations produced nonphysical
results with a low model top (Figs. 10c,g), but per-
formed comparably to simulations using other schemes
when used with a high model top (Figs. 12c,g). The
QNSE4km40m simulations (Figs. 10d,h and 12d,h)
performed comparably to YSU4km40m simulations
with either model top, but offered improvements in the
appearance and behavior of the jet, especially in the
9 October 2012 case. Specifically, the QNSE4km40m
configurations more closely predicted the magnitude
and structure of the NLLJ. Areas where the wind speed
was under or overestimated were limited to the periods
of jet development and decay, leaving a more accurate
representation of the jet core as compared to other
configurations. The temporal evolution of the jet was

generally consistent with observations, as was its vertical
structure. This was true even for the period before the
NLLJ fully developed prior to 0600 UTC 9 October
2012. The metrics summarized in Fig. 6 are consistent
with this interpretation, where QNSE4km40m runs
performed slightly better than YSU4km40m runs and
the MYNN4km40m run using a high model top. In ad-
dition, the QNSE4km40m configurations offered subtle
improvements to the predicted evolution of the poten-
tial temperature fields (Figs. 11d,e and 13d,e).

Similar conclusions were drawn by Vanderwende
et al. (2015), in which the QNSE scheme performed the
best among the considered PBL schemes, especially in
moderate-to-strong NLLJ cases. Mirocha et al. (2016)
also noted the superior performance of the QNSE
scheme in predicting boundary layer wind at night as
compared with MYNN and YSU. They specifically
noted how the QNSE performance demonstrates the
benefits of improving model physics for particular en-
vironments for which more traditional approaches may

FIG. 11. As in Fig. 10, but showing observed and simulated potential temperature.
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be inadequate. The SBL is a prime example of such an
environment. The present study confirms these results
using different grid configurations and for a different set
of NLLJ cases than previously considered.

c. Expanded case dataset

The same normalized metrics discussed in section 3
were computed for the 10 LABLE cases listed in
Table 1. The metrics are visualized in Fig. 14. The con-
ducted analysis included tests of all three PBL schemes
using the 4-km 40-m (high model top) and 4-km default
grid configurations. Time series of NLLJ maximum wind
speed are shown in Fig. 7. The MYNN PBL scheme
often struggled with strongly turbulent cases when ap-
plied with the default vertically stretched grid. This re-
sult was not apparent in either of the cases discussed in
detail above. As mentioned in section 4b, we hypothe-
size that the decline in performance may result from
sensitivities related to the mixing length specification in

the MYNN scheme. Further investigation is needed to
understand the origins of this issue in the scheme, but is
beyond the scope of the presented work. Otherwise, the
varying PBL schemes and grid configurations produced
different outcomes for the 10 cases. There was no con-
sistent trend for improved performance metrics for finer
grid spacing or PBL scheme. The biasN, MAEN, and
CRMSEN averages over all 10 cases are shown as the last
set of bars in each respective panel of Fig. 14. MYNN
runs using the default grid produced the highest biasN

values. MYNN runs with the 40-m vertical grid and YSU
and QNSE runs on both vertical grids fared much better
than the MYNN runs with the default grid, and the
40-m vertical grid offered minor improvement to the
biasN for YSU and QNSE runs. A similar result is seen in
the MAEN values averaged over all 10 cases. MYNN
runs with the default grid produced the highest MAEN,
but other configurations all perform similarly with a
slight favoring of the 40-m grid. CRMSEN shows that all

FIG. 12. As in Fig. 8, but WRF simulations are shown with the (b),(f) YSU, (c),(g) MYNN PBL, and (d),(h) QNSE PBL schemes. All
simulations shown use 4-km horizontal spacing and 40-m vertical spacing with a high model top.
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configurations performed similarly, but again there was
a slight favor toward the 40-m vertical grid.

The final panel of Fig. 14 shows the MM for all cases and
for strongly and weakly turbulent cases separately. For all
cases, MYNN runs with the default vertical grid performed
the worst in terms of MM. MYNN runs with the 40-m grid,
YSU runs, and QNSE runs performed similarly with
QNSE showing a slight advantage with lowest MM values.
For YSU and QNSE, there was very little difference in the
runs using the default and vertical grids. Runs using the
MYNN scheme benefited substantially from the increased
number of vertical levels when the model top was high
enough. Strongly turbulent cases followed the same pattern
as all cases with similar performance for all configurations
except for the MYNN runs with the default vertical grid.
Weakly turbulent cases were much better captured in the
MYNN runs using the default vertical grid, but these cases
were best represented by the QNSE runs using the 40-m
grid. In a general sense, runs using the MYNN scheme on
the default vertical grid struggled the most to adequately
represent the NLLJ. Runs using the MYNN scheme on the

40-m grid and YSU and QNSE on both vertical grids were
all quite similar with slight differences between the default
and 40-m vertical grid. The MM values are shown for both
wind direction and potential temperature in Fig. 15. Similar
to the data shown in Fig. 14, The MM values for wind di-
rection and potential temperature indicate that, except for
runs using MYNN on the default vertical grid, all configu-
rations were comparable.

The average bias, MAE, and CRMSE were computed
for wind speed across all 10 cases. Using these averages,
the 95% confidence intervals for each performance
metric were constructed using an empirical bootstrap
technique with 10 000 replacement iterations, similar to
methods described in Hamill (1999). The resulting av-
erages and confidence intervals are shown in Fig. 16.
Again, except for runs using MYNN on the default
vertical grid, all configurations were fairly comparable.
While differences are small the confidence intervals do
show that, for all metrics except CRMSE, all configu-
rations performed better on the 40-m vertical grid than
the default vertical grid.

FIG. 13. As in Fig. 12, but showing observed and simulated potential temperature.
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It is important to note that performance metrics can
possibly degrade if simulations manage to predict a
stronger NLLJ but fail to correctly predict the height
and depth of the NLLJ core. Similar verification issues
have been discussed previously in the literature high-
lighting the utility of object- or feature-based verifica-
tion methods (e.g., Johnson et al. 2013; Mittermaier
2008). Bearing this in mind and reflecting on the visual
analysis of the wind fields shown such as those in Fig. 9,
NLLJ development and persistence was improved with
finer vertical spacing. Evaluation of the potential tem-
perature fields shown in Figs. 4 and 13 further supported
the use of finer vertical grid spacing. While simulations
using the MYNN (with 40-m spacing on a grid with a
high model top), QNSE, and YSU schemes performed
similarly, the QNSE scheme was ultimately chosen for
our future studies because of slightly better performance
in these cases and its focus on SBL physics. QNSE uses
scale elimination to approximate exchange by interact-
ing turbulent eddies, which can perhaps better capture
the processes associated with the sharp vertical gradi-
ents of meteorological fields within NLLJs. These test

results point to the configuration with a 4-km horizon-
tally spaced and 40-m vertically spaced grid and the
QNSE scheme as the most optimal considered configu-
ration of the WRF Model for research simulations of the
NLLJ over the Great Plains.

5. Conclusions

Numerical experiments were run for 10 NLLJs ob-
served during LABLE field campaign. Two of these
cases were chosen for detailed evaluation: a weakly
turbulent NLLJ on 9 October 2012 and a strongly tur-
bulent NLLJ on 24 October 2012. Overall results con-
cerning grid spacing and PBL parameterization were
consistent between the two cases even though the NLLJ
developed quite differently in each case (see e.g., Fig. 2).
The NLLJs simulated with the WRF Model were found
to have varying degrees of sensitivity to horizontal grid
spacing, vertical grid spacing, and choice of PBL
parameterization scheme.

Counter to the seemingly natural assumption that
reducing grid spacing should improve predictions of

FIG. 14. Bar plots show the values of (top left) biasN (displayed as an absolute value), (top right) MAEN, and (bottom left) CRMSEN

for 10 LABLE cases. The case dates and classifications (W for weak; S for strong) are labeled on the x axis. Also shown is (bottom right)
MM for both cases for each classification.
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atmospheric flow variables, findings of our study sug-
gested that using 4-km horizontal spacing is no worse
than using finer horizontal spacing (i.e., 1 or 2 km) for
representing the NLLJ. In fact, our results showed that
finer horizontal spacing could result in degraded wind
field simulations. Accordingly, there is little justification
for the increased computational burden associated with
the use of a 1-km grid. These results are consistent with
those reported in the literature and indicate that 4-km
horizontal grid spacing is the optimal choice for WRF
simulation of the considered NLLJs and associated
nocturnal SBLs.

Vertical grid spacing is another key factor in simu-
lating the NLLJ using the WRF Model. While the de-
fault stretched vertical grid configuration of the WRF
Model performed generally satisfactorily, the use of a
vertical grid with quasi-constant and finer spacing
proved to be a worthwhile investment of computational
resources. The simulations with a finer vertical grid
provided improvements to the morphology of the NLLJ,
especially to the representation of the temporal evolu-
tion and vertical structure of the jet. The MYNN PBL
scheme severely underestimated the magnitude of the
NLLJ and overmixed the boundary layer flow when

applied on a nonstretched vertical grid with a low model
top. Similar trends were also observed with the default
vertically stretched grid (in some strongly turbulent
cases), confirming previously reported behavior (e.g.,
Olson and Brown 2012; Jahn et al. 2014). This suggests
that some grid configurations are not optimal with the
MYNN scheme. When applied with a higher model
top, the MYNN scheme produced acceptable results.
Such strong sensitivity to model-top height was not
noted for the YSU or QNSE schemes. The YSU scheme
produced a realistic jet in terms of its structure and
evolution, but underestimated the jet magnitude. On the
other hand, the QNSE scheme more accurately depicted
the magnitude, temporal evolution, and structure of the
NLLJ, with improvements also noted in the simulated
potential temperature fields. The 40-m vertical grid was
found to be an optimal alternative to the default
stretched grid when simulating the NLLJ in boundary
layer studies.

Results presented for the full 10-case dataset in Fig. 14
showed that runs using any scheme with a high model
top were fairly similar in terms of the performance
metrics. The runs using the QNSE scheme showed a
slight advantage over others. While some cases with
default vertical spacing scored similarly well or even
better than the finer vertical grids in various metrics,
these diffuse jets have limited value for detailed
NLLJ and SBL analyses. Combining the performance
metric evaluation results with the visual comparison of
the simulated and observed wind fields made clear the
utility of the constantly spaced fine vertical grid over the
vertically stretched grid. While all schemes performed
similarly in the 4-km horizontally spaced and 40-m
vertically spaced (with high model top) configuration,
the relevant depiction of stable boundary layer physics
in the QNSE makes it particularly attractive for NLLJ
modeling.

From the analyses that we presented, we found that
the optimal grid configuration for simulation of the
Great Plains NLLJ using the WRF Model was a com-
bination of 4-km horizontal spacing and constant 40-m
vertical spacing. In conjunction with this grid, the QNSE
scheme was identified as the optimal PBL parameteri-
zation. WRF Model outputs using this configuration
offer detailed information about the structure of the
boundary layer and the NLLJ. These simulations also
shed light on NLLJ temporal evolution, suggesting that
the spatial evolution of the NLLJ is also well captured.
The identified configuration will be used in future
studies of PECAN cases in which the three-dimensional
structure and evolution of the NLLJ over the Great
Plains can be evaluated against high-resolution obser-
vations at several locations.

FIG. 15. The MM for all cases and for each classification for (top)
potential temperature and (bottom) wind direction.
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